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های اجتماعی بر سیاست تأثیر شبکه: هوش مصنوعی و دیپلماسی دیجیتال»کتاب 

گیری و قدرت نرم در عصر تحول تصمیم»با عنوان فرعی « هایت بحرانجهانی و مدیر

های هوش مصنوعی در بازتعريف به بررسی نقش فزاينده فناوری« های هوشمندها و دادهالگوریتم

در جهانی که اطلاعات . پردازدسازی سیاسی و راهبردهای ديپلماتیک میالمللی، تصمیمتعاملات بین

گیری افکار عمومی و نفوذ های اجتماعی به بستر اصلی شکلشوند، شبکهلیل میدر لحظه تولید و تح

المللی و نهادهای های بینها، سازماناين کتاب به تحلیل چگونگی استفاده دولت. اندسیاسی بدل شده

ها، تحلیل رفتار بازيگران سیاسی و غیردولتی از ابزارهای مبتنی بر هوش مصنوعی برای رصد بحران

توانند به ابزاری های هوشمند میدهد که چگونه دادهپردازد و نشان میيت ارتباطات جهانی میهدا

 .المللی تبديل شوندهای بینها و مديريت مؤثرتر بحرانبینی تنشبرای افزايش شفافیت، پیش

 هايی اساسیپردازد و پرسشبه ابعاد فلسفی، اخلاقی و حقوقی ديپلماسی ديجیتال میاين کتاب 

مباحثی چون . کنددرباره مرزهای اخلاقی استفاده از هوش مصنوعی در سیاست جهانی مطرح می

گیری الگوريتمی های شناختی، امنیت سايبری، و چالش مشروعیت تصمیمدستکاری اطلاعات، جنگ

های موردی از کشورها و همچنین نمونه. شوندالملل به تفصیل بررسی میدر حوزه روابط بین

های جهانی بهره هايی که از هوش مصنوعی برای تحلیل افکار عمومی يا مديريت بحرانسازمان

ای است که در آن سیاست، رشتهاندازی میانهدف نهايی کتاب، ترسیم چشم. گردداند، ارائه میگرفته

گیری نسل جديدی از ديپلماسی جهانی مبتنی بر داده و سوی شکلفناوری و اخلاق در کنار هم به

 .کنندش مصنوعی حرکت میهو

   



 ج

 

 سخن نخست

در جهان امروز، فناوری نه تنها ابزارهای نوين را در اختیار بشر قرار داده است، بلکه خود به يک 
های اجتماعی، هوش مصنوعی و شبکه. بازيگر مؤثر در عرصه سیاست جهانی و ديپلماسی تبديل شده است

اند، بلکه سی به اطلاعات و ارتباط میان افراد را تغییر دادهبه ويژه در دو دهه اخیر، نه تنها نحوه دستر
ها را نیز دگرگون المللی و مديريت بحرانگذاری بینگیری سیاسی، سیاستهای تصمیمچارچوب

الملل سابقه برای تحلیل نقش فناوری در ديپلماسی و روابط بیناين تحول شگرف، فرصتی بی. اندساخته
گذاری عمومی مطرح نموده ای در حوزه علوم سیاسی و سیاستتازه هایايجاد کرده و پرسش

ای بارز از تعامل فناوری و سیاست های نوظهور، نمونهديپلماسی ديجیتال، به عنوان يکی از پديده.است
های مجازی امروز، مذاکرات رسمی تنها محدود به میزهای مذاکره ديپلماتیک نیست، بلکه عرصه. است

های کلان جهانی دهی به سیاستها، تأثیرگذاری بر افکار عمومی، و شکلتبادل پیام نیز بستری برای
های اجتماعی و هوش مصنوعی ابزارهايی هستند که توان تحلیل حجم عظیمی از شبکه. اندفراهم کرده

های ها و سازمانگیری را برای دولتبینی روندها و حتی طراحی سناريوهای تصمیمها، پیشداده
های ها به ويژه در شرايط بحران، از جمله فجايع طبیعی، بحراناين ويژگی. اندالمللی ممکن ساختهبین

يابند، چرا که مديريت اقتصادی، تهديدات امنیتی و مسائل مرتبط با سلامت جهانی، اهمیت مضاعفی می
ف ارائه تصويری اين کتاب با هد.بحران نیازمند دسترسی سريع، تحلیل دقیق و پاسخ هوشمندانه است

ها جامع و تحلیلی از ديپلماسی ديجیتال و تأثیر هوش مصنوعی بر سیاست جهانی و مديريت بحران
های های نوين، به ويژه شبکهتمرکز اصلی پژوهش بر اين است که چگونه فناوری. تدوين شده است

ها و بازيگران لتهای جديدی برای تعامل میان دوهای هوش مصنوعی، ظرفیتاجتماعی و الگوريتم
توان از اين ابزارها برای پیشبرد اهداف ديپلماتیک و ارتقای کارآمدی غیردولتی فراهم کرده و چگونه می

 .مديريت بحران بهره گرفت

تحصیل تا مقطع دکتری و تدريس در مقاطع مختلف اينجانب  هش،وپژ هااين کتاب نتیجه سال
الملل، رويکردهای معاصر علوم سیاسی و تحلیل ابط بینهای کلاسیک روتلفیقی از نظريه باشد ومی

ها، بینشی گذاران و ديپلماتهای نوين است و تلاش دارد هم برای پژوهشگران، هم برای سیاستفناوری
ها و های اساسی درباره فرصتکوشد به پرسشهمچنین، اين اثر می. علمی و کاربردی فراهم آورد

های هوشمند بر سخ دهد و چارچوبی برای درک بهتر تأثیر فناوریتهديدهای ديپلماسی ديجیتال پا
امید است اين کتاب بتواند به توسعه دانش علمی در حوزه .فرآيندهای سیاسی و امنیتی ارائه نمايد

های جهانی و سیاست فناوری کمک کند و نقش فناوری را در ديپلماسی ديجیتال، مديريت بحران
با سپاس از تمامی همکاران، پژوهشگران و دانشجويانی . الملل روشن سازددهی به آينده سیاست بینشکل

شود، با اين امید اند، اين کتاب تقديم خوانندگان میرسان بودهکه در مسیر نگارش اين اثر همراه و ياری
 .های عصر ديجیتال و سیاست جهانی ايفا کندکه سهمی هرچند کوچک در فهم بهتر پیچیدگی
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 مقدمه:
جهان امروز، بیش از هر زمان ديگری، در حال تجربه تحولات بنیادين در حوزه سیاست، ارتباطات و 

یدی های اجتماعی، به ابزارهايی کلهای نوين، به ويژه هوش مصنوعی و شبکهفناوری. هاستمديريت بحران

بینی و ای برای تحلیل، پیشسابقههای بیاند و ظرفیتالملل و ديپلماسی تبديل شدهدر عرصه روابط بین

ها بود، امروز در ديپلماسی، که زمانی محدود به مذاکرات رسمی میان دولت. اندگیری فراهم آوردهتصمیم

دهی به ماعی، نقش مؤثری در شکلهای اجتبستر ديجیتال نیز جريان دارد و ابزارهای هوشمند و شبکه

 .کنندالمللی ايفا میها و تعاملات بینسیاست جهانی، مديريت بحران

ها و تهديدهای متعددی را پیش روی های اجتماعی، فرصتتحولات فناوری اطلاعات و گسترش شبکه

لیل افکار عمومی و ها، تحاز يک سو، امکان دسترسی سريع به داده. المللی قرار داده استبازيگران بین

های اطلاعاتی و ها فراهم شده و از سوی ديگر، تهديداتی چون انتشار اخبار جعلی، جنگمديريت بحران

های خود هوش مصنوعی، با قابلیت. اندهای جديدی در مسیر ديپلماسی ايجاد کردهنفوذ سايبری، چالش

گذاران و تواند ابزاری قدرتمند برای سیاست، میبینی رفتارهاها، تحلیل روندها و پیشدادهدر پردازش کلان

سازی های حقوقی، اخلاقی و امنیتی آن به درستی تعريف و پیادهها باشد، به شرط آنکه چارچوبديپلمات

 .شوند

های اجتماعی بر ديپلماسی ديجیتال و اين کتاب با هدف بررسی جامع تأثیر هوش مصنوعی و شبکه

مطالعه حاضر ضمن تحلیل ديپلماسی سنتی و تحول آن به ديپلماسی . سیاست جهانی تدوين شده است

ها و ابزارهای هوشمند در سیاست داده، رباتهای کلانهای اجتماعی، الگوريتمديجیتال، به نقش شبکه

های پیش روی ايران در عرصه ديپلماسی ها و چالشهمچنین، فرصت. پردازدها میجهانی و مديريت بحران

های ملی و ارتقای ها و راهبردهای عملیاتی برای توسعه ظرفیترد بررسی قرار گرفته و سیاستديجیتال مو

 .امنیت سايبری پیشنهاد شده است

های نوين، تلاش دارد تصويری الملل، علوم سیاسی و فناوریهای روابط بیناين اثر، با تلفیق نظريه

فصول کتاب از تحلیل مفهومی و . عی ارائه کندروشن و کاربردی از تحولات ديپلماسی در عصر هوش مصنو

ها و امنیت سايبری، های اجتماعی، مديريت بحرانها، شبکهشود و به مرور با بررسی الگوريتمنظری آغاز می

در فصول پايانی، آينده ديپلماسی ديجیتال در ايران و جهان . شودگذاری میوارد مباحث عملی و سیاست

 .شودگذاران ارائه میو راهکارهای پیشنهادی برای سیاستمورد تحلیل قرار گرفته 

الملل، ديپلماسی ديجیتال های نوين بر روابط بینامید است اين کتاب بتواند به درک بهتر تأثیر فناوری

همچنین، با ارائه . ها کمک کرده و پلی میان نظريه و عمل در عصر ديجیتال ايجاد نمايدو مديريت بحران

مندان به علوم سیاسی و فناوری گذاران و علاقههای کاربردی، برای پژوهشگران، سیاستتحلیلها و چارچوب

 .اطلاعات، منبعی علمی و راهگشا باشد
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 فصل اول:
 مبانی نظری و مفهومی

 

 مقدمه:
ها ترين ابزارهای تعامل میان دولتالملل، ديپلماسی به عنوان يکی از بنیادیدر طول تاريخ روابط بین

ها، ديپلماسی سنتی عمدتاً مبتنی بر مذاکره حضوری، تبادل نامه. المللی شناخته شده استبازيگران بینو 

المللی بود و نقش محوری آن ايجاد تفاهم، مديريت تعارضات و تضمین های بینها و کنفرانسسفارتخانه

های اجتماعی و اطات، شبکهبا اين حال، ظهور فناوری اطلاعات و ارتب. شدمنافع ملی کشورها محسوب می

ای نوين به به ويژه هوش مصنوعی، مفاهیم سنتی ديپلماسی را دستخوش تغییرات بنیادين کرده و عرصه

های ديپلماسی را اين تحول، نه تنها ماهیت ابزارها و روش. را پديد آورده است« ديپلماسی ديجیتال»نام 

گیری ها و تصمیمگیری افکار عمومی، مديريت بحرانشکلتغییر داده، بلکه تأثیر عمیقی بر سیاست جهانی، 

 .المللی گذاشته استاستراتژيک در سطح بین

ها، تحلیل رفتارهای جمعی و دادههوش مصنوعی به عنوان يک فناوری پیشرفته، امکان پردازش کلان

رند حجم عظیمی های هوش مصنوعی قادالگوريتم. کندبینی روندهای سیاسی و اجتماعی را فراهم میپیش

ها را گذاران و ديپلماتگیری سیاستاز اطلاعات را تحلیل کرده و الگوهايی ارائه دهند که تصمیم

های اجتماعی بستری گسترده برای ارتباط مستقیم از سوی ديگر، شبکه. سازندتر میتر و سريعهوشمندانه

های خبری و اطلاعاتی ايجاد به جريان دهیرسانی فوری و شکلبا مخاطبان، تحلیل افکار عمومی، اطلاع

های نوينی برای ديپلماسی ديجیتال و های اجتماعی، ظرفیتترکیب هوش مصنوعی و شبکه. اندکرده

 .المللی به وجود آورده استهای بینمديريت بحران

های اين فصل با هدف ارائه مبانی نظری و مفهومی مرتبط با ديپلماسی ديجیتال، هوش مصنوعی و شبکه

ابتدا تحول ديپلماسی از شکل سنتی به ديپلماسی ديجیتال مورد بررسی قرار . اجتماعی تدوين شده است

سپس جايگاه . های نوين در سیاست جهانی فراهم شودای نظری برای تحلیل نقش فناوریگیرد تا پايهمی

در نهايت، . شودتحلیل میهای آن ها و چالشها، محدوديتالملل، توانمندیهوش مصنوعی در روابط بین

ها، از جمله تأثیر آن بر افکار عمومی، های اجتماعی در سیاست جهانی و مديريت بحراننقش شبکه

 .گیردها، مورد بحث قرار میرسانی و کاهش يا افزايش ريسک بحراناطلاع

سی های بعدی ضروری است، چرا که فصول بعدی به برردرک اين مبانی برای تحلیل بهتر فصل

ها، های اجتماعی در ديپلماسی ديجیتال، امنیت سايبری، رباتکاربردهای عملی هوش مصنوعی و شبکه

همچنین اين فصل، چارچوب مفهومی و . پردازندمديريت بحران و سیاست داخلی و خارجی کشورها می

و مفاهیم بنیادين  دهد تا خواننده با اصطلاحات تخصصیتعاريف کلیدی مورد استفاده در کتاب را ارائه می

 .تر فراهم گرددهای عمیقآشنا شود و زمینه برای تحلیل

دهی های اجتماعی را در شکلبه طور خلاصه، اين فصل نقش ديپلماسی سنتی، هوش مصنوعی و شبکه
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کند و به عنوان نقطه آغازين برای ورود به مباحث تخصصی ها تشريح میبه سیاست جهانی و مديريت بحران

 .نمايدی ديجیتال در فصول بعدی عمل میديپلماس

 دیپلماسی سنتی و تحول به دیپلماسی دیجیتال -1-1
الملل، همواره نقش مهمی در حفظ صلح، پیشبرد ديپلماسی به عنوان يکی از ارکان اصلی روابط بین

، ديپلماسی در طول تاريخ .(Hocking, 2015: 22) منافع ملی و مديريت تعارضات بین کشورها ايفا کرده است

ها و برگزاری ها، استفاده از سفارتخانههايی همچون مذاکره حضوری، تبادل نامهسنتی مبتنی بر روش

ها، حل اين ابزارها امکان ايجاد تفاهم میان دولت (Neumann, 2008: 45) المللی بوده استهای بینکنفرانس

يه و اساس تعاملات ديپلماتیک جهانی را شکل کردند و پااختلافات و پیگیری اهداف راهبردی را فراهم می

 .(Berridge, 2010: 31) دادندمی

هايی داشت که کارايی آن را در شرايط پیچیده جهانی کاهش با اين حال، ديپلماسی سنتی محدوديت

گیری در مذاکرات سنتی محدود بود و دسترسی مستقیم به افکار عمومی تقريباً سرعت تصمیم. دادمی

ها يا بلايای طبیعی، تأثیر مستقیم و گاه ها، تحريمالمللی، مانند جنگها و فجايع بینبحران. ير نبودپذامکان

ها به دنبال در چنین شرايطی، دولت. (Riordan, 2016: 78) گذاشتمنفی بر روند ديپلماسی سنتی می

المللی و مديريت نهای جديد برای برقراری ارتباط مؤثر با مخاطبان داخلی و بیابزارها و روش

 .ها بودندبحران

ساز تحولی بنیادين در های اجتماعی، زمینهظهور فناوری اطلاعات و ارتباطات و گسترش شبکه

ديپلماسی ديجیتال، استفاده از ابزارهای نوين . شودگفته می« ديپلماسی ديجیتال»ديپلماسی شد که به آن 

مستقیم با مخاطبان و ايجاد افکار عمومی مثبت در سطح  فناوری برای پیشبرد اهداف ديپلماتیک، ارتباط

 .  (Bjola & Holmes, 2015: 12)المللی استملی و بین

گیری، شفافیت اين تحول، ماهیت ديپلماسی سنتی را تغییر داده و فرصتی برای افزايش سرعت تصمیم

 .(Manor, 2019: 33) ها فراهم کرده استو پاسخگويی در بحران

های اجتماعی، های اولیه ديپلماسی ديجیتال شامل استفاده از پلتفرماخیر، نمونه هایدر دهه

. رسانی فوری بوده استکاوی برای تحلیل افکار عمومی و اطلاعهای رسمی و ابزارهای دادهسايتوب

را به کشورهای مختلف، از ايالات متحده آمريکا تا اتحاديه اروپا و جمهوری خلق چین، ديپلماسی ديجیتال 

های مديريت بحران، اند و از آن در حوزهناپذير از سیاست خارجی خود پذيرفتهعنوان بخشی جدايی

 .(Lord, 2013: 57) کنندبرداری میهای اطلاعاتی و ديپلماسی عمومی بهرهجنگ

الملل ضروری در نتیجه، درک تحول ديپلماسی از سنتی به ديجیتال، نه تنها برای تحلیل روابط بین

های اجتماعی در سیاست جهانی و مديريت ای برای بررسی نقش هوش مصنوعی و شبکهاست، بلکه پايه

ای نظری و تحلیلی برای های عملی، زمینهاين فصل با ارائه تعاريف، مفاهیم و نمونه. آوردها فراهم میبحران

ديپلماسی ديجیتال ارائه کند و چارچوبی برای بررسی کاربردهای عملی های بعدی کتاب ايجاد میفصل

 .دهدمی

 تعریف دیپلماسی سنتی. 1-1-1
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ها با هدف پیشبرد منافع ملی، حل اختلافات ديپلماسی سنتی به معنای هنر و علم تعامل میان دولت

های نوين اطلاعات و ارتباطات کاربرد داشته المللی است که پیش از گسترش فناوریو حفظ صلح بین

های رسمی، مذاکرات حضوری، اين نوع ديپلماسی عمدتاً مبتنی بر کانال .(Berridge, 2010: 15)است

 شدالمللی انجام میها و قوانین بینالمللی بود که با رعايت پروتکلهای بینها و کنفرانسسفارتخانه
(Neumann, 2008: 22). 

ها برجسته پلماتهای رسمی مانند وزير امور خارجه، سفیر و ديدر ديپلماسی سنتی، نقش شخصیت 

 پذير بودبوده و اثرگذاری بر سیاست جهانی عمدتاً از طريق ارتباطات مستقیم و جلسات حضوری امکان

(Hocking, 2015: 28). 
آوران و گردد، زمانی که پیامتاريخچه ديپلماسی سنتی به قرون وسطی و حتی قبل از آن بازمی

های ها و دولتها میان امپراتوریعات و تضمین پیماننمايندگان سیاسی برای حل منازعات، تبادل اطلا

مذاکره و  اصلی مراکز عنوان به هاسفارتخانه اروپا، رنسانس دوره در ،مثال برای. کردندمی مختلف فعالیت

اين . (Riordan, 2016: 31)و سیستم ديپلماتیک مدرن شکل گرفت نمودهآوری اطلاعات سیاسی عمل جمع

ها های امور خارجه و افزايش تخصص ديپلماتمیلادی با تشکیل وزارتخانه 19و  18روند در طول قرون 

 .(Berridge, 2010: 22) توسعه يافت و به ايجاد روابط پیچیده بین کشورها انجامید

المللی، های بینهای ديپلماسی سنتی شامل مذاکره حضوری، مکاتبات رسمی، کنفرانسابزارها و روش

المللی، اين ابزارها در مديريت اختلافات بین. ها و قراردادهای دوجانبه بوده از پیمانتبادل سفرا و استفاد

ه ب. (Neumann, 2008: 45) ايجاد اجماع جهانی کاربرد داشتند اهداف اقتصادی، سیاسی و امنیتی وپیشبرد 

سنتی برای ايجاد  کارگیری ابزارهای ديپلماسیای از بهنمونه 1919مثال، قرارداد ورسای در سال  عنوان

 .(Riordan, 2016: 42) صلح پس از جنگ جهانی اول است

. های قابل توجهی مواجه بودبا وجود اهمیت بالای ديپلماسی سنتی، اين نوع ديپلماسی با محدوديت

همچنین، . رفتها به شمار میترين چالشبر بودن مذاکرات، يکی از بزرگگیری پايین و زمانسرعت تصمیم

های سنتی و المللی محدود بود و اطلاعات عمدتاً از طريق رسانهبه افکار عمومی و جامعه بین دسترسی

ها و فجايع طبیعی يا انسانی، علاوه بر اين، بحران. (Hocking, 2015: 33) شدهای ديپلماتیک منتقل میشبکه

روند ديپلماسی سنتی داشت و های اقتصادی، اثر مستقیم و گاه منفی بر ها و بحرانها، تحريممانند جنگ

 .(Manor, 2019: 41) دادپذيری آن را کاهش میانعطاف

های ارتباطی و اطلاعاتی نوين، ديپلماسی سنتی جای خود را به نوعی نوين با گذر زمان و ظهور فناوری

ر ابزارها اين تحول نه تنها شامل تغیی. شودشناخته می ديپلماسی ديجیتالاز ديپلماسی داد که تحت عنوان 

شود، بلکه ماهیت تعامل ديپلماتیک و نحوه ارتباط با افکار عمومی را نیز تغییر داده های ارتباطی میو کانال

ها های ديجیتال، دولتهای اجتماعی و پلتفرمبا ظهور اينترنت، شبکه. (Bjola & Holmes, 2015: 19) است

المللی منتقل کنند، رل بیشتر به مخاطبان داخلی و بینتر و با کنتتر، گستردهتوانستند پیام خود را سريع

. .(Lord, 2013: 57)های رسمی مانع شوندهای سنتی مانند فاصله جغرافیايی و پروتکلبدون اينکه محدوديت
گیری روابط پیچیده ای برای شکلالمللی و پايهبه طور کلی، ديپلماسی سنتی سنگ بنای تعاملات بین

های آن برای درک تحولات اخیر و ظهور اخت دقیق ديپلماسی سنتی و محدوديتشن. جهانی بوده است
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ای برای تحلیل نقش هوش مصنوعی، ديپلماسی ديجیتال ضروری است، چرا که اين شناخت زمینه

 :Riordan, 2016) آوردها فراهم میهای اجتماعی و ابزارهای نوين در سیاست جهانی و مديريت بحرانشبکه

54). 
 های دیپلماسی سنتیمحدودیت .1-1-2

المللی، اين نوع ديپلماسی با دهی روابط بینبا وجود اهمیت و نقش حیاتی ديپلماسی سنتی در شکل

توان در سه های اصلی ديپلماسی سنتی را میمحدوديت. های جدی مواجه بوده استها و چالشمحدوديت

ها و فجايع بر کار عمومی، و تأثیر بحرانگیری، دسترسی به افسرعت تصمیم: حوزه اصلی بررسی کرد

 .ديپلماسی

 گیریسرعت پايین تصمیم. 1

گیری بر بودن فرآيند تصمیمهای ديپلماسی سنتی، کندی و زمانترين محدوديتيکی از مهم

ارسال مکاتبات رسمی و  متعدد، جلسات نیازمند معمولاً ديپلماتیک مذاکرات . (Berridge, 2010: 32)است

های بر بود بلکه در مواقع بحراناين فرآيند نه تنها زمان. های ديپلماتیک پیچیده بودروتکلرعايت پ

در جريان  مثال، برای .(Neumann, 2008: 67) کردمی مواجه مشکل المللی، واکنش سريع کشورها را بابین

های تنها با تلاش های ديپلماتیک سنتی به شدت محدود بود و، تبادل پیام19۶2بحران موشکی کوبا در 

 .(Allison, 2014: 78) های غیررسمی امکان پیشگیری از درگیری نظامی فراهم شدالعاده و کانالفوق

 دسترسی محدود به افکار عمومی. 2

ها متمرکز بود و دسترسی مستقیم به افکار عمومی ديپلماسی سنتی عمدتاً بر تعاملات میان دولت

المللی يا حتی جامعه اين نوع ديپلماسی توانايی تأثیرگذاری بر جامعه بین. (Hocking, 2015: 39) محدود بود

 ,Lord) شدهای ديپلماتیک منتقل میهای سنتی و گزارشداخلی را نداشت و اطلاعات تنها از طريق رسانه

 های جنگ سرد عمدتاً پشت درهای بستههای سیاسی در بحرانگیریبه عنوان نمونه، تصمیم . (63 :2013

اين محدوديت باعث ايجاد شکاف . شدندشد و افکار عمومی از جزئیات جريان مذاکرات مطلع نمیانجام می

ها اعتمادی نسبت به سیاست خارجی دولتشد و گاهی موجب بیگیرندگان و جامعه میبین تصمیم

 .(Riordan, 2016: 49) گرديدمی
 ها و فجايع بر ديپلماسیتأثیر بحران. ۳

های های اقتصادی، محدوديتها و بحرانها، تحريمفجايع طبیعی يا انسانی، مانند جنگ ها وبحران

های اقتصادی شديد يا وقوع فجايع به عنوان مثال، بحران. کردندديپلماسی سنتی را بیشتر آشکار می

مات شد که ديپلماسی سنتی نتواند به سرعت به شرايط جديد واکنش نشان دهد و اقداطبیعی، باعث می

های ديپلماتیک در جريان جنگ جهانی اول، کندی کانال. (Manor, 2019: 52) هماهنگ را به موقع انجام دهد

های پیشگیری از تشديد منازعات از ها ديرهنگام انجام شوند و فرصتسنتی موجب شد بسیاری از توافق

 .(Berridge, 2010: 35) دست برود
 
 اتمحدوديت در پوشش و مديريت اطلاع. 4

آوری و مديريت اطلاعات های محدود و رسمی، توانايی جمعديپلماسی سنتی به دلیل وابستگی به کانال



 بحران ها تيريو مد یجهان استیبر س یاجتماع یشبکه ها ریتاث                    
 

۶ 

ها برای دريافت اطلاعات به منابع انسانی محلی يا ديپلمات. (Neumann, 2008: 71) گسترده را نداشت

اين محدوديت باعث . د بودای يا تحلیلی محدوهای لحظههای رسمی اتکا داشتند و دسترسی به دادهگزارش

 ,Hocking) ها به تأخیر بیفتدها به بحرانشد تصمیمات ديپلماتیک گاه ناقص يا غیرکارآمد باشند و واکنشمی

2015: 45). 
 المللیهای ارتباط بینچالش. ۵

شد و امکان تعامل غیررسمی يا فوری با ساير ديپلماسی سنتی اغلب به ارتباطات رسمی محدود می

اين محدوديت، به ويژه در محیط جهانی پیچیده و چندقطبی، باعث کاهش . ها وجود نداشتدولت

به عنوان . (Bjola & Holmes, 2015: 23) شدهای ناگهانی میها در مواجهه با بحرانپذيری ديپلماتانعطاف

ی انسانی و ، ديپلماسی سنتی نتوانست به سرعت پیامدها199۰در جريان بحران يوگسلاوی در دهه  مثال،

 .(Lord, 2013: 69) المللی اغلب ناکافی بودهای بیننظامی را مديريت کند و واکنش

 گیرینتیجه

دهی روابط در شکل آن رغم اهمیت تاريخی و نقش بنیادينبه طور خلاصه، ديپلماسی سنتی علی

گیری، دسترسی محدود به هايی مواجه بود که عمدتاً ناشی از کندی فرآيند تصمیمالمللی، با محدوديتبین

ها برای تحلیل شناخت دقیق اين محدوديت. های اطلاعاتی بودها و محدوديتافکار عمومی، تأثیر بحران

های اجتماعی و هوش های نوين، به ويژه شبکهظهور ديپلماسی ديجیتال و بررسی نحوه استفاده از فناوری

ا درک کنیم چرا تحول ديپلماسی سنتی به کند تاين شناخت به ما کمک می. مصنوعی، ضروری است

 :Riordan, 2016) ديجیتال نه تنها يک ضرورت فنی، بلکه يک نیاز راهبردی در سیاست جهانی معاصر است

54; Manor, 2019: 56). 
 ظهور دیپلماسی دیجیتال. 1-1-3

های اجتماعی، بکههای اخیر، به ويژه اينترنت و شهای نوين اطلاعاتی و ارتباطی در دههظهور فناوری

اين . شودگفته می« ديپلماسی ديجیتال»الملل شده است که به آن موجب تحولی بنیادين در روابط بین

امکان تعامل مستقیم با افکار همچنین کند و ها و ابزارهای سنتی عمل مینوع ديپلماسی، فراتر از روش

 .(Bjola & Holmes, 2015: 27) آورداهم میالمللی را فرها و حتی نهادهای غیررسمی بینعمومی، رسانه

 تعاريف و مفاهیم ديپلماسی ديجیتال -1

های اجتماعی و ابزارهای هوش مصنوعی های ديجیتال، شبکهديپلماسی ديجیتال به استفاده از فناوری

ها محدود ماين ديپلماسی نه تنها به انتقال پیا. (Manor, 2019: 61) شودهای ديپلماتیک اطلاق میدر فعالیت

. کندها را فراهم میبینی واکنشها، تحلیل افکار عمومی و پیشآوری دادهشود، بلکه توانايی جمعنمی

المللی و حتی نهادهای های بینها، سازمانجانبه است که دولتديپلماسی ديجیتال يک رويکرد همه

 .(Riordan, 2016: 57) دهدغیررسمی را در تعامل مستقیم با مخاطبان جهانی قرار می

 ها با ديپلماسی سنتیتفاوت -2

در . ترين تفاوت ديپلماسی ديجیتال با ديپلماسی سنتی، سرعت، دسترسی و گستره تعامل استمهم

شفاف منتقل  بر بود و اطلاعات محدود و غیرديپلماسی سنتی، مکاتبات رسمی و جلسات حضوری زمان

شوند و بازخورد ای و گسترده منتشر میها به صورت لحظهیامکه در ديپلماسی ديجیتال پشد، در حالیمی

همچنین ديپلماسی ديجیتال امکان تعامل مستقیم با افکار . (Hocking, 2015: 47)کنندمستقیم دريافت می
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ها و نخبگان باقی ديپلماسی سنتی عمدتاً در سطح دولت کهحالیآورد، در ها را فراهم میعمومی و رسانه

 .(Lord, 2013: 72) ماندمی

 های اولیه ديپلماسی ديجیتالنمونه -۳

و اوايل دهه  199۰در اواخر . های اخیر قابل مشاهده استهای اولیه ديپلماسی ديجیتال در دههنمونه

های آنلاين، تلاش کردند تا ها و ارسال پیامهای رسمی سفارتخانهسايت، برخی کشورها با ايجاد وب2۰۰۰

به عنوان مثال، ايالات متحده . (Bjola & Holmes, 2015: 30) مخاطبان خارجی برقرار کنند ارتباط مستقیم با

کرد تصوير مثبت خود را در های رسمی تلاش میها و ايمیلسايتآمريکا در دوره جرج بوش، از طريق وب

وک امکان تعامل بهای اجتماعی مانند تويیتر و فیس، ظهور شبکه2۰1۰در دهه . خارج از مرزها ترويج دهد

آنی با مخاطبان جهانی را فراهم کرد و کشورهای مختلف از جمله بريتانیا، کانادا و استرالیا، دفاتر ديپلماسی 

 .(Manor, 2019: 64) اندازی کردندديجیتال خود را راه

 هانقش هوش مصنوعی و تحلیل داده -4

های ری از هوش مصنوعی و تحلیل دادهگیهای متمايز ديپلماسی ديجیتال، بهرهيکی ديگر از ويژگی

های اجتماعی و پايش اخبار، های تحلیل احساسات، رصد شبکهبا استفاده از الگوريتم. است (Big Data) کلان

المللی اتخاذ های بینبینی واکنشها و پیشهای بهتری برای مديريت بحرانتوانند استراتژیها میديپلمات

اين ابزارها، امکان تحلیل سريع و دقیق افکار عمومی را فراهم کرده و به  .(Riordan, 2016: 59) کنند

 .سازی کنندکند تا اقدامات خود را بهینهگیرندگان کمک میتصمیم

 های ديپلماسی ديجیتالها و محدوديتچالش -۵

، امنیت ترين مشکلاتيکی از مهم. رو استهايی روبهبا وجود مزايا، ديپلماسی ديجیتال نیز با چالش

تواند نفوذ هکرها يا انتشار اطلاعات غلط می. (Bjola & Holmes, 2015: 34) ها استسايبری و حفظ حريم داده

ها و تحلیل درست همچنین مديريت حجم انبوه داده. الملل داشته باشدتأثیرات منفی جدی بر روابط بین

 .(Manor, 2019: 67) استهای پیشرفته و منابع مالی قابل توجه ها، نیازمند تخصصآن

 گیرینتیجه

سرعت بالای . های ديپلماسی سنتی استديپلماسی ديجیتال، پاسخی ضروری به محدوديت

گیری، دسترسی مستقیم به افکار عمومی و توانايی مديريت اطلاعات گسترده، مزايای اصلی اين نوع تصمیم

ريزی دقیق، امنیت رهای نوين نیازمند برنامهگیری از ابزادر عین حال، بهره. شوندديپلماسی محسوب می

های ديپلماسی ديجیتال در عرصه جهانی به شکل بهینه ها است تا بتوان از فرصتها و آموزش ديپلماتداده

های ديپلماتیک را متحول کرده، بلکه سیاست جهانی و مديريت اين تحول نه تنها روش. استفاده کرد

 .(Riordan, 2016: 62; Bjola & Holmes, 2015: 37) ر داده استها را نیز تحت تأثیر قرابحران

 المللهوش مصنوعی و جایگاه آن در روابط بین. 1-2
های قرن ترين فناوریعنوان يکی از پیشرفته به، AI (Artificial Intelligence)يا  هوش مصنوعی

؛ از اقتصاد و صنعت گرفته تا های مختلف زندگی انسانی داشته استويکم، تأثیر عمیقی بر عرصهبیست

در چند دهه اخیر، نقش هوش مصنوعی در سیاست جهانی و مديريت روابط . المللسیاست و روابط بین
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بینی رفتارهای سیاسی، های کلان، پیشای که تحلیل دادهالملل بیش از پیش پررنگ شده است، به گونهبین

بر های هوش مصنوعی دشوار و زمانگیری از الگوريتمالمللی، بدون بهرههای بینو حتی مديريت بحران

 .(Russell & Norvig, 2021: 34) خواهد بود

ها و الملل عمدتاً بر پايه اطلاعات محدود، تجربه ديپلماتگیری در روابط بیندر گذشته، تصمیم

بان طبیعی، امکان کاوی، يادگیری ماشین و پردازش زهای دادهاما با رشد فناوری. های انسانی بودتحلیل

هوش مصنوعی نه . ها با دقت و سرعت بالا فراهم شدها و تحلیل آنای از دادهدسترسی به حجم گسترده

تواند روندهای پیچیده اجتماعی و سیاسی را شناسايی ها را دارد، بلکه میتنها قابلیت تحلیل سريع داده

 .(Brundage et al., 2018: 52) هايی با احتمال صحت بالا ارائه دهدبینیکرده و پیش

گیری استراتژيک، الملل به عنوان ابزاری برای افزايش دقت تصمیمهوش مصنوعی در سطح روابط بین

ها و های پیشرفته، دولتبا استفاده از الگوريتم. ها و تحلیل افکار عمومی مطرح شده استمديريت بحران

ها و اقدامات های جوامع مختلف را در قبال سیاستگرشها و نتوانند واکنشالمللی میهای بینسازمان

های واقعی و شواهد مستند های خود را مبتنی بر دادهبینی کنند، و بدين ترتیب تصمیمالمللی پیشبین

ها و الملل محدوديتبین روابط در مصنوعی هوش از گیریبهره حال،عین در. .(Kott, 2020: 15)اتخاذ نمايند

توان به مسائل اخلاقی و قانونی، ريسک وابستگی ها میاز جمله اين چالش. به همراه دارد هايی نیزچالش

ممکن است  AI استفاده نادرست يا بیش از حد از. ها اشاره کردبیش از حد به فناوری و خطرات امنیت داده

 Cave) ه شودهای سیاسی غیرمنتظرهای نادرست، کاهش خلاقیت انسانی و حتی بحرانگیریباعث تصمیم

& Dignum, 2019: 78). 
المللی، شناخت مفاهیم، کاربردها و با توجه به اهمیت روزافزون هوش مصنوعی در عرصه بین

. ها، از ضرورت بالايی برخوردار استهای آن، به ويژه در تحلیل افکار عمومی و مديريت بحرانمحدوديت

پردازد الملل میهای هوش مصنوعی در روابط بینچالش اين فصل به بررسی دقیق تعاريف، انواع، کاربردها و

 .آوردای مناسب برای فهم جايگاه اين فناوری در ديپلماسی ديجیتال و سیاست جهانی فراهم میو زمینه

 تعاریف و مفاهیم هوش مصنوعی. 1-2-1

انسانی را شود که قابلیت انجام وظايف هايی گفته میها و سیستمبه مجموعه فناوریی، هوش مصنوع

سازی رفتارهای ها را در شبیهتوانايی ماشین AIبه بیان ساده، . ها دارا هستندها و دادهبا استفاده از الگوريتم

 کندگیری تعريف میريزی، شناخت زبان طبیعی و تصمیمهوشمند انسانی شامل يادگیری، استدلال، برنامه

(Russell & Norvig, 2021: 34) .های اخیر به يکی از محورهای اصلی تحول در سیاست، هاين فناوری در ده

 اقتصاد و علوم اجتماعی تبديل شده است و توجه گسترده محققان و دولتمردان را به خود جلب کرده است

(Brundage et al., 2018: 52). 
ی گردد، زمانی که دانشمندان علوم کامپیوتر براتاريخچه هوش مصنوعی به اواسط قرن بیستم بازمی

. هايی بسازند که قادر به حل مسائل منطقی و رياضی مشابه انسان باشندنخستین بار تلاش کردند ماشین

اين اصطلاح را معرفی کرد و آن را به عنوان علمی  19۵۶، در سال AI گذارانکارتی، يکی از بنیانجان مک

های بعد، پیشرفت در ل دههدر طو. (McCarthy, 2007: 12) های هوشمند تعريف نمودبرای ساخت ماشین

ها، هوش مصنوعی را از سطح تئوری به کاربردهای های يادگیری ماشین و پردازش دادهافزار، الگوريتمسخت
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 .عملی در صنايع مختلف و تحلیل سیاست جهانی رساند

 :شودامروزه هوش مصنوعی بر اساس سطح توانايی به سه دسته اصلی تقسیم می

هايی که توانايی انجام وظايف ماشین:  (ANI - Artificial Narrow Intelligence)هوش مصنوعی محدود -1

 ,Bostrom) های اجتماعیهای سیاسی يا شناسايی الگوهای رفتاری در شبکهخاص را دارند، مانند تحلیل داده

2014: 45). 

هر نوع وظیفه  هايی کهسیستم:  (AGI - Artificial General Intelligence)هوش مصنوعی عمومی -2

 .(Goertzel & Pennachin, 2007: 78) شناختی انسانی را انجام و به سطحی از انعطاف و خلاقیت برسند

که از هوش است  AI سطحی از:  (ASI - Artificial Superintelligence)هوش مصنوعی فوق پیشرفته -۳

 دارد يی راا سرعت و دقت بسیار بالاگیری و حل مسائل پیچیده بو توانايی تصمیم است انسان فراتر رفته

(Russell & Norvig, 2021: 67). 
های عصبی، يادگیری عمیق و تحلیل های يادگیری ماشین، شبکهبر پايه مدل AIها،در زمینه الگوريتم

سازند تا ها را قادر میشده و بدون نظارت، سیستمهای يادگیری نظارتالگوريتم. کندها عمل میدادهکلان

به عنوان مثال، . های موجود الگوهای معنادار استخراج کرده و تصمیمات هوشمند اتخاذ نمايندداده از

بینی کنند و روند افکار توانند رفتارهای سیاسی کاربران را پیشهای اجتماعی میهای تحلیل شبکهالگوريتم

 .(Kott, 2020: 15) عمومی را تحلیل نمايند

 :شودملل به چند حوزه کاربردی تقسیم میالهوش مصنوعی در روابط بین

گیری الگوهای تصمیمتا  ر هستدقاد AI هایسیستم: بینی رفتارهای سیاسی و اجتماعیپیش -1

 هايی با احتمال صحت بالا ارائه دهندبینیو پیشنموده های جمعی جوامع را تحلیل سیاستمداران و واکنش

(Brundage et al., 2018: 59). 
های اجتماعی و های شبکهگیری از دادهبا بهره: گذاریفکار عمومی و سیاستتحلیل ا -2

ها و توافقات های شهروندان را نسبت به سیاستتوانند احساسات و نگرشها می، دولتNLPهایالگوريتم

 .(Cave & Dignum, 2019: 84) المللی بسنجندبین

ها، تحلیل سناريوهای شناسايی اطلاعات بحراندر  AI:گیری استراتژيکها و تصمیممديريت بحران -۳

 .(Russell & Norvig, 2021) المللی نقش حیاتی داردهای سیاستی به مقامات بینمختلف و ارائه توصیه

های اخلاقی و قانونی، از جمله چالش. هايی نیز داردگیری از هوش مصنوعی محدوديتبا اين حال، بهره

تواند اثرات مخربی بر سیاست جهانی ها که میاوری و تهديد امنیت دادهريسک وابستگی بیش از حد به فن

ها برای هدايت افکار عمومی يا همچنین سوءاستفاده از الگوريتم. (Cave & Dignum, 2019: 78) داشته باشد

 .های جدی در سطح جهانی ايجاد کرده استالمللی، نگرانیتشديد منازعات بین

ها، تر دادهالملل، امکان تحلیل دقیقعنوان يک ابزار نوين در روابط بین در مجموع، هوش مصنوعی به

کند، اما موفقیت در استفاده از آن مستلزم آگاهی کامل ها را فراهم میبینی روندها و مديريت بحرانپیش

 اهای نظری و مفهومی برای بررسی جايگاين بخش، پايه. ها و خطرات اخلاقی و امنیتی استاز محدوديت

AI آورد و فصل بعدی به کاربردهای عملی آن اختصاص در ديپلماسی ديجیتال و سیاست جهانی فراهم می

 .خواهد داشت
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 المللکاربرد هوش مصنوعی در روابط بین. 1-2-2

الملل و دهی روابط بینای در شکلهوش مصنوعی به عنوان يک فناوری راهبردی، نقش فزاينده

های های پیشرفته يادگیری ماشین، تحلیل شبکهبا استفاده از الگوريتم. کندديپلماسی ديجیتال ايفا می

المللی قادرند روندهای سیاسی، اجتماعی و اقتصادی های بینها و سازمانداده، دولتاجتماعی و کلان

 ها نه تنها دربینیاين پیش. (Brundage et al., 2018: 62) بینی کنندصورت دقیق پیشکشورها را به

 .المللی اهمیت بسزايی داردها و مذاکرات بینهای سیاست خارجی بلکه در مديريت بحرانگیریتصمیم

 بینی رفتارهای سیاسی و اجتماعیپیش -1

. بینی رفتارهای سیاسی و اجتماعی استالملل، پیشدر روابط بین AI يکی از کاربردهای مهم

های گیری رهبران سیاسی و واکنشدرند الگوهای تصمیمهای عصبی قاهای يادگیری عمیق و شبکهالگوريتم

برای مثال، در تحلیل روند . (Kott, 2020: 28)جمعی جوامع را شناسايی کنند و نتايج احتمالی را ارائه دهند

تواند سناريوهای مختلف را می AIهای اقتصادی، انتخابات، رفتار ديپلماتیک يا واکنش کشورها به تحريم

گیری و کاهش اين امر باعث افزايش سرعت تصمیم. ها را برآورد کندیزان موفقیت سیاستسازی و مشبیه

 .شودخطا در ديپلماسی می

 گذاریتحلیل افکار عمومی و سیاست -2

های شده در شبکهايجادهای داده. ای داردهوش مصنوعی در تحلیل افکار عمومی کاربرد گسترده

های مردم تحلیل احساسات و نگرش جهتبوک، منبع ارزشمندی و فیساجتماعی مانند تويیتر، اينستاگرام 

با استفاده از پردازش زبان . (Cave & Dignum, 2019: 86)المللی هستندنسبت به موضوعات داخلی و بین

توانند نگرش جامعه را نسبت به توافقات ها میهای يادگیری ماشین، دولتو الگوريتم (NLP) طبیعی

، تحلیل مثلاً. های متناسب اتخاذ کنندهای داخلی بسنجند و استراتژیها يا سیاسترانالمللی، بحبین

قادر است روند پذيرش  AI ای ايران نشان داده کههای اجتماعی نسبت به توافق هستهواکنش کاربران شبکه

 & Russell) گیری بهتر سیاستمداران شودبینی و موجب تصمیميا مخالفت مردم را در طول زمان پیش

Norvig, 2021: 115). 

 گیری استراتژيکها و تصمیممديريت بحران -۳

های بهداشتی مانند در بحران. المللی استهای بینهوش مصنوعی ابزار قدرتمندی در مديريت بحران

بینی های گسترده، نقاط بحرانی و روند شیوع بیماری را پیشتوانست با تحلیل داده AI،19-پاندمی کوويد

 . (Brundage et al., 2018: 67) ی انجام دهندمک کند تا اقدامات به موقعگذاران کبه سیاستو 

قادرند تهديدات بالقوه را شناسايی کرده، تحلیل  AI هایدر زمینه منازعات نظامی و امنیتی، الگوريتم

قتصادی و توافقات به طور مشابه، در ديپلماسی ا. های استراتژيک ارائه دهندريسک انجام دهند و توصیه

آورد، بینی اثرات تصمیمات را فراهم میسازی سناريوهای مختلف و پیشامکان شبیه AIالمللی،تجاری بین

 .(Kott, 2020) شودوری ديپلماتیک میها و افزايش بهرهکه اين امر منجر به کاهش هزينه

 های واقعیمثال

 های يادگیری ماشین در انتخابات رياست جمهوری استفاده از الگوريتم: بینی نتايج انتخاباتپیش

بینی در پیش AI گیری ازهای موفق بهرهبرای تحلیل احساسات کاربران تويیتر، يکی از نمونه( 2۰2۰آمريکا )
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 .(Russell & Norvig, 2021: 119) رفتار سیاسی است

 در کشورهايی مانند 19-ها درشیوع کوويدهای تحلیل دادهالگوريتم :های بهداشتیمديريت بحران

 های عمومی کمک کردخطر و مديريت واکنش ی با بیشترين میزانچین و کره جنوبی، به شناسايی نقاط

(Brundage et al., 2018: 70). 

 هایسیستم :المللیتحلیل توافقات بین AI کشورهای  سازی واکنشدر تحلیل مذاکرات برجام، با شبیه

 .(Cave & Dignum, 2019: 88) ها را تسهیل کردندپلماتگیری ديمختلف، روند تصمیم

های اخلاقی چالش. هايی همراه استالملل با محدوديتدر روابط بین AIبا وجود کاربردهای گسترده، 

های شخصی، ريسک وابستگی بیش از حد به فناوری، و تهديد امنیت اطلاعات، استفاده از داده از جمله

داوری خطای الگوريتمی يا پیش علاوه بر اين،. المللی استهای قانونی و بینرچوبنیازمند توجه و تدوين چا

 ,.Brundage et al) المللی موجب شودتواند تصمیمات نادرست سیاسی و اقتصادی را در سطح بینها میداده

2018: 72). 

بینی ها، پیشتر دادهدر مجموع، هوش مصنوعی به عنوان يک ابزار راهبردی، امکان تحلیل دقیق

آورد و به عنوان ستون اصلی ديپلماسی ديجیتال و سیاست ها را فراهم میرفتارهای جمعی و مديريت بحران

ها و پیامدهای امنیتی هوش مصنوعی در روابط ها، چالشفصل بعدی به محدوديت. کندجهانی عمل می

 .الملل خواهد پرداختبین

 هاها و چالشمحدودیت. 1-2-3

ای الملل، اين فناوری با مجموعهها و کاربردهای گسترده هوش مصنوعی در روابط بینقابلیتبا وجود 

گذاری و ديپلماسی ديجیتال بايد مد نظر های پیچیده همراه است که در سیاستها و چالشاز محدوديت

های جهانی و حوزهدر  AI برداری بهینه و اخلاقی ازکننده بهرهها، تضمینشناخت اين محدوديت. قرار گیرد

 .(Brundage et al., 2018: 74) المللی استبین

 های اخلاقی و قانونیچالش -

. باشدمیالملل، مسائل اخلاقی و حقوقی های هوش مصنوعی در روابط بینترين چالشيکی از مهم

المللی، بینحريم خصوصی و قوانین قوانین های پیشرفته تحلیل داده، بدون رعايت استفاده از الگوريتم

های پايش افکار ، سیستمبه عنوان مثال. تواند منجر به نقض حقوق بشر و سوءاستفاده سیاسی شودمی

رفتارهای شهروندان شده و آزادی بیان را محدود و غیرقانونی عمومی ممکن است موجب رصد غیرمجاز 

 . (Cave & Dignum, 2019: 90) کنند
های حساس مانند جنگ، تحريم يا ديپلماسی اقتصادی ار در حوزههای خودکگیریعلاوه بر اين، تصمیم

ای ايجاد کند، زيرا تعیین مسئولیت در صورت خطای الگوريتم، تواند مسئولیت قانونی و اخلاقی پیچیدهمی

 .(Floridi et al., 2018: 36) برانگیز استهمواره چالش

 ريسک وابستگی بیش از حد به فناوری -1

. های مهم استالمللی از ريسکهای بینگیریحد به هوش مصنوعی در تصمیموابستگی بیش از 

باعث  کههای الگوريتمی بیش از توانايی انسان اعتماد کنند ها ممکن است به تحلیلکشورها و سازمان
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. (Russell & Norvig, 2021: 128) گذاران خواهد شدها و سیاستپذيری و خلاقیت ديپلماتکاهش انعطاف
های تاريخی، تصمیماتی اتخاذ های ناقص يا سوگیریها ممکن است بر اساس دادهه بر اين، الگوريتمعلاو

 .های غیرمنتظره گرددها و ايجاد بحرانکنند که باعث تشديد تنش

 ها و حفاظت اطلاعاتامنیت داده -2

الملل روابط بینها و حفاظت از اطلاعات، ديگر محدوديت حیاتی هوش مصنوعی در مسئله امنیت داده

های اجتماعی برای تحلیل افکار عمومی، ممکن است ها و شبکهدادهاستفاده گسترده از کلان. است

از . .(Kott, 2020: 53)های اطلاعاتی را در معرض تهديدات سايبری و نفوذهای مخرب قرار دهدزيرساخت
تواند اعتماد بین کشورها ان میهای شخصی شهروندسوی ديگر، نشت اطلاعات حساس ديپلماتیک يا داده

 .ای داشته باشدرا کاهش دهد و پیامدهای سیاسی و حقوقی گسترده

 های فنی و الگوريتمیچالش -

ها و عدم خطاهای الگوريتمی، سوگیری داده. های فنی مواجه استهوش مصنوعی هنوز با محدوديت

های الگوريتم. الملل ايجاد کندحلیل روابط بینبینی در تتواند نتايج غیرقابل پیشگیری، میشفافیت تصمیم

گیرندگان انسانی قادر و تصمیم نمودهعمل  "جعبه سیاه"عنوان يادگیری عمیق، هرچند توانمند، اغلب به

اين وضعیت موجب افزايش ريسک . (Floridi et al., 2018) ها نیستندبه درک کامل نحوه عملکرد آن

 .شودهای راهبردی میریگیسوءاستفاده يا خطا در تصمیم

 پیامدها و ضرورت مقررات -

المللی برای های قانونی و اخلاقی بینهای ذکر شده، تدوين چارچوبها و چالشبا توجه به محدوديت

توانند استانداردهايی برای سازمان ملل و نهادهای جهانی می. گیری از هوش مصنوعی ضروری استبهره

الملل، مطابق با حقوق در روابط بین AI ها ارائه کنند تا استفاده ازاظت از دادهپذيری و حفشفافیت، مسئولیت

 .(Brundage et al., 2018: 79) بشر و اصول اخلاقی باشد

در مجموع، هوش مصنوعی ابزار قدرتمندی در ديپلماسی ديجیتال و سیاست جهانی است، اما 

ها، توجه به اين چالش. نی آن نبايد ناديده گرفته شودهای فنی، امنیتی، اخلاقی و قانوها و چالشمحدوديت

المللی خواهد های بینها و تحلیل سیاستدر مديريت بحران AI برداری مسئولانه و مؤثر ازساز بهرهزمینه

 .بود

 هاهای اجتماعی در سیاست جهانی و مدیریت بحراننقش شبکه. 1-3
يکی از قدرتمندترين ابزارهای ارتباطی و اطلاعاتی جهان عنوان های اجتماعی بههای اخیر، شبکهدر دهه

اين . اندهای سیاست، ديپلماسی و مديريت بحران تأثیرگذار بودهای بر حوزهطور فزايندهاند و بهمطرح شده

ها، کنند، بلکه به دولتها را فراهم میها نه تنها امکان ارتباط سريع و گسترده میان افراد و گروهشبکه

صورت فوری ها و اطلاعات خود را بهدهند تا پیامالمللی و نهادهای مدنی اين امکان را میهای بیننسازما

دهی های اجتماعی به ابزاری برای شکلبه عبارت ديگر، شبکه. و مستقیم به مخاطبان جهانی منتقل کنند

واند اثرات مستقیم و تاند که میافکار عمومی و مديريت جريان اطلاعات در سطح جهانی تبديل شده

 .ها داشته باشدهای سیاسی و مديريت بحرانگیریغیرمستقیم بر تصمیم
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نخست، سطح افکار : توان در دو سطح مشاهده کردهای اجتماعی در سیاست جهانی را میتأثیر شبکه

ها نگرشدهی رسانی، بحث و شکلای در اطلاعکنندهها نقش تعیینعمومی و جامعه مدنی که در آن شبکه

ها برای ديپلماسی الملل که شامل استفاده از اين شبکهکنند؛ و دوم، سطح ديپلماسی و روابط بینايفا می

های اجتماعی در هر دو سطح، شبکه. ها و تعامل مستقیم با مخاطبان خارجی استعمومی، تبلیغ سیاست

اما در عین حال خطراتی مانند انتشار رسانی و هماهنگی اقدامات را افزايش دهند، توانند قدرت اطلاعمی

های ها برای جلوگیری از بحراناطلاعات نادرست، شايعات و اخبار جعلی نیز به همراه دارند که مديريت آن

 .ای داردثانويه اهمیت ويژه

عنوان ها بهاين شبکه. ها نیز برجسته استهای اجتماعی در مديريت بحراناز سوی ديگر، نقش شبکه

های رسانی سريع، هماهنگی عملیات امدادی و کاهش اثرات منفی فجايع طبیعی و بحرانبرای اطلاعکانالی 

های اند که استفاده مؤثر از شبکههای متعدد در سراسر جهان نشان دادهتجربه. کنندامنیتی عمل می

يت بحران افزايش دهی به بحران را کاهش دهد و مشارکت جامعه را در مديرتواند زمان پاسخاجتماعی می

ها را تشديد کند و تواند بحراندر مقابل، استفاده نادرست يا انتشار اطلاعات نادرست در اين فضا می. دهد

 .های ثانويه شودموجب ايجاد بحران

ها، از ديدگاه علمی و های اجتماعی در سیاست جهانی و مديريت بحرانبنابراين، بررسی نقش شبکه

های جهانی گذاریهای نوين ارتباطی، افکار عمومی و سیاستتعامل میان فناوری کاربردی، به درک بهتر

های اجتماعی در ديپلماسی تر اثرات مثبت و منفی شبکهساز تحلیل دقیقاين بررسی زمینه. کندکمک می

 .آوردهای بعدی کتاب فراهم میها خواهد بود و چارچوبی مفهومی برای فصلديجیتال و مديريت بحران

 های اجتماعی و تأثیر بر افکار عمومیشبکه. 1-3-1

گیری و تغییر افکار عنوان ابزارهای ارتباطی نوين، تحولی بنیادين در نحوه شکلهای اجتماعی بهشبکه

ها با سرعت انتشار اطلاعات و قابلیت دسترسی اين پلتفرم. اندعمومی در سطح ملی و جهانی ايجاد کرده

دهی به مباحث اجتماعی، سیاسی و فرهنگی را ذاری فوری بر افکار عمومی و جهتگسترده، امکان تأثیرگ

های اجتماعی بر افکار عمومی در دو بعُد مثبت تأثیر شبکه. (Kaplan & Haenlein, 2010: 102)کنندفراهم می

 :و منفی قابل بررسی است

 های مختلفالف( تحلیل تأثیر پلتفرم

ها و رسانی در بحرانی کوتاه و فوری، به يکی از ابزارهای کلیدی اطلاعهابا امکان ارسال پیام تويیتر

المللی دهند که تويیتر در وقايع مختلف بینتحقیقات اخیر نشان می. رويدادهای سیاسی تبديل شده است

های بهداشتی، نقش مهمی در هماهنگی اقدامات و انتشار مانند اعتراضات اجتماعی، بلايای طبیعی و بحران

ها، گذاری و انتشار گسترده پیامويژه قابلیت هشتگبه. (Dong et al., 2020: 45) طلاعات فوری داشته استا

های خبری مستقل از دهد تا اخبار فوری را به سرعت به اشتراک گذاشته و جريانبه کاربران امکان می

 .های سنتی ايجاد کنندرسانه

تصاوير و ويدئوها، به ابزاری مهم برای بیان احساسات و  با تمرکز بر محتوای بصری شامل اينستاگرام

تواند همبستگی اند که اينستاگرام میمطالعات نشان داده. ها تبديل شده استهای فردی در بحرانتجربه
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علاوه . (Karimiziarani, 2023)ها تقويت کنداجتماعی و احساس همدلی میان کاربران را در زمان بلايا و بحران

ها ای را برای کاربران و سازمانرسانی لحظه، امکان اطلاع«لايو»و « استوری»اينستاگرام با ويژگی  بر اين،

 .آورد که در مواقع اضطراری اهمیت زيادی داردفراهم می

های عمومی، به ابزار بندی کاربران، ايجاد رويدادها و برگزاری بحثهای گروهبا قابلیت فیسبوک

تواند دهند که فیسبوک میتحقیقات نشان می. نی در سطح جمعی تبديل شده استرساسازماندهی و اطلاع

 Imran) رسانی به جوامع محلی نقش بسزايی داشته باشدها، هماهنگی داوطلبان و اطلاعدر مديريت بحران

et al., 2014: 78). های مجازی برای تبادلگیری انجمنهای گروهی در فیسبوک موجب شکلهمچنین، شبکه 

 .شوندها میرسانی در بحراناطلاعات و کمک

کند و امکان انتقال سرعت جلب میبا محتوای ويدئويی کوتاه و جذاب، توجه کاربران را به تاکتیک

اند که محتوای ويدئويی مطالعات نشان داده. آوردها را فراهم میرسانی در بحرانهای فوری و آگاهیپیام

تأثیر روانی بیشتری بر مخاطب داشته باشد و به افزايش مشارکت و تعامل  تواندتاک، میکوتاه در تیک

های پیشنهادی هوشمند، اين پلتفرم با الگوريتم .(Nguyen et al., 2016: 134)عمومی در مواقع بحرانی کمک کند

 .حیاتی جلب کند رسانی را به مخاطبان هدفمندتر برساند و توجه کاربران را به موضوعاتهای اطلاعتواند پیاممی

 های خبری و اخبار جعلیدهی به جريانب( شکل

دهی به های اجتماعی با ايجاد امکان انتشار سريع و گسترده محتوا، قدرت بالايی در شکلشبکه

سرعت منتشر کنند، در مقابل، خطر انتشار اخبار توانند اخبار واقعی را بهمیکه  های خبری دارندجريان

تواند ها، انتشار اطلاعات نادرست میدهند که در بحرانتحقیقات نشان می. ز وجود داردجعلی و شايعات نی

برای . (Imran et al., 2014: 82)های ثانويه شودها و ايجاد بحرانمنجر به تشويش افکار عمومی، تشديد بحران

تواند سبب ايجاد یمثال، در جريان بلايای طبیعی، شايعات مرتبط با کمبود منابع يا خطرات امنیتی م

 .اعتمادی در جامعه شوداضطراب و بی

های حباب»های خود، گاهی موجب ايجاد های اجتماعی با الگوريتمعلاوه بر اخبار جعلی، شبکه

های پیشین ها و گرايششوند که با ديدگاهشوند؛ يعنی کاربران تنها با محتواهايی مواجه میمی« اطلاعاتی

های افراطی، قطبی شدن جامعه و کاهش تواند منجر به تقويت گرايشين امر میا. ها همخوانی داردآن

 .(Bakshy et al., 2015: 104) امکان تبادل اطلاعات درست شود

های اجتماعی امکان مشارکت مستقیم کاربران در انتشار و ارزيابی اخبار را فراهم از سوی ديگر، شبکه

رای کنترل افکار عمومی و ايجاد مسئولیت اجتماعی در مقابل انتشار تواند ابزاری باين ويژگی می. کنندمی

توانند با ارائه اطلاعات دقیق، ها با استفاده از اين ظرفیت، میها و دولتسازمان. اطلاعات نادرست باشد

 .های خبری جعلی را مهار کنندموقع، اعتماد عمومی را افزايش داده و جريانشفاف و به

 اجتماعی در تقويت مشارکت اجتماعی هایج( نقش شبکه

، امکان مشارکت فعال شهروندان در فرآيندهای بر افکار عمومیعلاوه بر تأثیر های اجتماعی شبکه

های انسانی، تواند شامل ارائه کمکها، اين مشارکت میدر بحران. آورندسیاسی و اجتماعی را فراهم می

به اين ترتیب، . (Reuter & Kaufhold, 2018: 56)وطلبانه باشدانتشار اطلاعات مفید و هماهنگی اقدامات دا

آوری جوامع در برابر عنوان ابزاری برای تقويت همبستگی اجتماعی و افزايش تابهای اجتماعی بهشبکه
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 .کنندها عمل میبحران

يجاد رسانی فوری و ادهی سريع افکار عمومی، اطلاعهای اجتماعی با توانايی شکلدر مجموع، شبکه

برداری با اين حال، بهره. ها هستندمشارکت اجتماعی، ابزاری حیاتی در سیاست جهانی و مديريت بحران

های ها نیازمند مديريت دقیق اطلاعات، کنترل انتشار اخبار جعلی و توسعه استراتژیمؤثر از اين پلتفرم

 .مؤثر برای ارتباط با مخاطبان است

 لماسی دیجیتالهای اجتماعی و دیپشبکه. 1-3-2

گیری از معنای بهره به الملل،بین روابط مديريت ابزارهای تريننوين عنوانبه ديجیتال ديپلماسی

های خبری و افزايش جريان تعامل با مخاطبان جهانی، هدايت یها و ابزارهای ديجیتال برای ارتقافناوری

های در دهه اخیر، ظهور شبکه. (Manor, 2019: 23) الملل استنفوذ نرم يک کشور يا سازمان در سطح بین

ای برای ديپلماسی ديجیتال سابقههای بیتاک، فرصتاجتماعی مانند تويیتر، فیسبوک، اينستاگرام و تیک

دهی به افکار عمومی جهانی ها، علاوه بر انتشار اطلاعات، به ابزاری برای شکلاين پلتفرم. فراهم کرده است

 .اندها و مردم تبديل شدهیان دولتو تسهیل ارتباط مستقیم م

 هاها و سازمانرسانی فوری برای دولتالف( ابزارهای اطلاع

های دهند که اطلاعات و پیامالمللی اين امکان را میهای بینها و سازمانهای اجتماعی به دولتشبکه

ويژه در اين ويژگی به. ندهای سنتی به مخاطبان منتقل کنصورت مستقیم و بدون نیاز به واسطهخود را به

ها کاربر در سراسر جهان ها در زمان کوتاه به میلیونالمللی اهمیت دارد، زيرا پیامها و رويدادهای بینبحران

های اجتماعی در دهند که استفاده هوشمندانه از شبکهمطالعات نشان می. .(Dong et al., 2020: 48)رسندمی

ها در روابط جب افزايش شفافیت، تقويت اعتماد عمومی و کاهش سوءتفاهمتواند موديپلماسی ديجیتال، می

های دقیق درباره ها و دادهعنوان مثال، انتشار اطلاعیهبه. (Zeng & Gerritsen, 2021: 37)شودالملل بین

انتشار  تر اخبار و کاهشهای بهداشتی و امنیتی، امکان تحلیل دقیقالمللی يا بحرانها، توافقات بینسیاست

های ديپلماتیک کنند که پیامهای اجتماعی اين امکان را ايجاد میهمچنین، شبکه.کندشايعات را فراهم می

صورت جذاب و قابل فهم برای ای شامل ويدئو، تصوير و اينفوگرافیک بهبا استفاده از محتوای چندرسانه

شود که دهد، بلکه موجب میا را افزايش میهتنها اثرگذاری پیاماين امر نه. مخاطبان جهانی ارائه شوند

 & Bjola) ها بتوانند پیام خود را با سرعت و دقت بیشتری در جوامع هدف منتشر کنندها و سازماندولت

Holmes, 2015: 56). 
 ب( ارتباط مستقیم با مخاطبان و تقويت ديپلماسی عمومی

جیتال، امکان تعامل مستقیم با مخاطبان های اجتماعی در ديپلماسی دييکی از مزايای برجسته شبکه

های کنند، شبکهطرفه عمل میهای سنتی، که معمولاً يکبرخلاف رسانه. و دريافت بازخوردهای فوری است

های مردم پاسخ دهند و ها و واکنشدهند تا به نظرات، پرسشها اجازه میها و سازماناجتماعی به دولت

اين نوع ارتباط مستقیم، . .(Karimiziarani, 2023: 118)ی را افزايش دهندوسیله اعتماد و رضايت عمومبدين

فکری میان مردم و دارد، زيرا موجب ايجاد حس مشارکت و هم تقويت ديپلماسی عمومینقش مهمی در 

های اجتماعی برای هايی که از شبکهدهند که دولتها نشان میپژوهش. شودگیرنده مینهادهای تصمیم
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تر عمل المللی، موفقهای بینبرند، در مواجهه با بحراندهی به مخاطبان بهره مینی شفاف و پاسخرسااطلاع

 .(Melissen, 2013: 44) اند حمايت افکار عمومی را جلب کنندکرده و توانسته

 عنوان ابزار نفوذ نرمهای اجتماعی بهج( شبکه

شوند، بلکه ابزار قدرتمندی ط مستقیم محدود میتنها به انتشار اطلاعات و ارتباهای اجتماعی نهشبکه

ها رسانی، دولتبا انتشار محتوای فرهنگی، آموزشی و اطلاع. آيندنیز به شمار می Soft Power يا نفوذ نرمبرای 

ويژه در حوزه ديپلماسی اين ابزار به. های خود را در سطح جهانی ترويج دهندتوانند تصوير مثبت و ارزشمی

المللی فرهنگی اهمیت دارد، زيرا باعث جذب سرمايه، گردشگر و حتی حمايت سیاسی بین اقتصادی و

 .(Cull, 2019: 72) شودمی

 ها از منظر ديپلماسی ديجیتالد( مديريت بحران

های اجتماعی نقش کلیدی در های سیاسی يا تهديدات امنیتی، شبکهدر زمان فجايع طبیعی، بحران

توانند با انتشار اطلاعات درست و دقیق، ها میدولت. کننديت افکار عمومی ايفا میرسانی فوری و مديراطلاع

 Reuter) ها را به اطلاع مردم برساننداز انتشار شايعات جلوگیری کرده و اقدامات هماهنگ برای کاهش آسیب

& Kaufhold, 2018: 61) .يکديگر، نه تنها  های اجتماعی در کناربه اين ترتیب، ديپلماسی ديجیتال و شبکه

 .ها و حفظ امنیت روانی جامعه نیز مؤثرندکنند، بلکه در مديريت بحرانالملل کمک میبه هدايت روابط بین

 هاها و محدوديته( چالش

 هایبا چالش ی که دارد،با وجود مزايای فراوانهای اجتماعی در ديپلماسی ديجیتال برداری از شبکهبهره

انتشار اخبار جعلی، حملات سايبری، نظارت و توان ها میاين چالشجمله از . ی همراه استمتعدد

 ها و اعتماد عمومی تأثیر منفی بگذارندتوانند بر اثرگذاری پیامنام برد که میرا های حکومتی محدوديت

(Zeng & Gerritsen, 2021: 42). برای  های دقیق، مديريت محتوا و آموزش کاربرانبنابراين، طراحی استراتژی

 .شودتفکیک اخبار درست از نادرست، از ارکان حیاتی ديپلماسی ديجیتال موفق محسوب می

 هاهای اجتماعی و مدیریت بحرانشبکه. 1-3-3

رسانی و هماهنگی عمل عنوان ابزاری مؤثر برای اطلاعها بههای اجتماعی در مديريت بحرانشبکه

 :کنندمی

 هاکاهش يا افزايش ريسک بحران -1

مثال،  برای. ها شودتواند منجر به افزايش ريسک بحرانهای اجتماعی میاستفاده نادرست از شبکه

. (Imran et al., 2014) تواند به تشديد بحران منجر شوديا شايعات می يا غیرواقعی انتشار اطلاعات نادرست
 .ها ضروری استانهای اجتماعی برای کاهش ريسک بحربنابراين، مديريت صحیح اطلاعات در شبکه

 های امنیتیرسانی در زمان فجايع طبیعی و بحراناطلاع -2

رسانی سريع و مؤثر عمل عنوان کانالی برای اطلاعتوانند بههای اجتماعی میدر مواقع بحران، شبکه

کاهش  تواند بهها میرسانی بحرانهای اجتماعی در اطلاعدهند که استفاده از شبکهمطالعات نشان می. کنند

 .(Dong et al., 2020) ها و تلفات کمک کندآسیب

 های اجتماعیهای عملی از مديريت بحران با شبکهنمونه

ها مورد توجه قرار گرفته های اجتماعی برای مديريت بحرانهای مختلف، استفاده از شبکهدر بحران
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رسانی های اجتماعی برای اطلاعشبکه های طبیعی مانند زلزله و سیل، استفاده ازبرای مثال، در بحران. است

 .(Karimiziarani, 2023) و هماهنگی امدادگران مؤثر بوده است

 های تحقیقمحدوديت

 :هايی مواجه هستندها با محدوديتهای اجتماعی و مديريت بحرانتحقیقات در زمینه شبکه

دلیل مسائل حريم ت بههای اجتماعی ممکن اسهای شبکهدسترسی به داده :هادسترسی به داده -1

 .خصوصی محدود باشد

تواند نتايج تحقیقات را های اجتماعی میهای فرهنگی در استفاده از شبکهتفاوت :تنوع فرهنگی -2

 .تحت تأثیر قرار دهد

ها ممکن است با توجه به نوع بحران و شرايط های اجتماعی در بحرانتأثیرات شبکه :تأثیرات متغیر -۳

 .وت باشدجغرافیايی متفا

روز بودن تواند بههای اجتماعی میهای شبکهتغییرات سريع در فناوری :پويايی سريع فناوری -4

 .تحقیقات را دشوار کند

های کاربران در تحقیقات ممکن است با مسائل اخلاقی استفاده از داده :های اخلاقیمحدوديت -۵

 .مواجه شود

 کشورهای مختلفمطالعات موردی دیپلماسی دیجیتال در . 1-4

 19-ديپلماسی ديجیتال هند در دوران پاندمی کوويد. 1

)تويیتر سابق( برای ارتباط مستقیم با افکار عمومی و  X از پلتفرم 19-هند در دوران پاندمی کوويد

اين پلتفرم به دولت هند اين امکان را داد تا اطلاعات فوری را . تقويت ديپلماسی عمومی استفاده کرد

اين رويکرد . المللی مؤثر باشدهای بینگذاریو بدون واسطه به مخاطبان منتقل کند و در سیاست اًمستقیم

 .(Narvenkar, 2025) های جهانی استدهنده اهمیت ديپلماسی ديجیتال در مديريت بحراننشان

 ديپلماسی ديجیتال در يونان. 2

های اين کشور با انتشار پیام. ال خود پرداختبه تقويت ديپلماسی ديجیت X يونان نیز با استفاده از پلتفرم

ديپلماتیک و تعامل مستقیم با مخاطبان جهانی، توانست تصوير مثبتی از خود ارائه دهد و در روابط 

 .(Kacziba, 2025) المللی مؤثر باشدبین

 ديپلماسی ديجیتال در نپال. ۳

برای سازماندهی اعتراضات خود در سال  Instagram و Discord هایدر نپال، جوانان با استفاده از پلتفرم

ها های اجتماعی در سازماندهی و مديريت بحراندهنده قدرت شبکهاين رويکرد نشان. اقدام کردند 2۰2۵

 .(Wikipedia, 2025) در سطح محلی است

 ديپلماسی ديجیتال در فرانسه. 4

 یجديد، دولت تصمیم به مسدوددر کالدونیای  2۰2۳های تابستانی در فرانسه، در جريان ناآرامی

های های استفاده از شبکهدهنده چالشاين اقدام با انتقادات زيادی مواجه شد و نشان. گرفت TikTok پلتفرم

 .(Le Monde, 2024) ها و حفظ آزادی بیان استاجتماعی در مديريت بحران
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 ديپلماسی ديجیتال در رومانی. ۵

و TikTok پلتفرم به وسیله، يک نامزد طرفدار روسیه 2۰24ی جمهوردر رومانی، در انتخابات رياست

 تهديدات دهنده اين رويداد نشان. کاری ديجیتال، موفق به جلب توجه و حمايت شدهای دستتکنیک

 .(Le Monde, 2025) است دموکراتیک فرآيندهای در ديجیتال دستکاری از ناشی

های گیریوعی در تصمیمهای واقعی از استفاده هوش مصنتحلیل نمونه. 1-5

 المللیبین

 های ديپلماسیدر تحلیل داده AI استفاده از. 1

های ديپلماتیک، دهد که حجم عظیمی از دادههوش مصنوعی به کشورهای مختلف اين امکان را می

های اجتماعی و اطلاعات اقتصادی را پردازش و تحلیل کنند تا تصمیمات استراتژيک بهتری اتخاذ رسانه

های يادگیری ماشین برای تحلیل محتوای از الگوريتم وزارت امور خارجه ايالات متحده برای مثال،. شود

های خود ها به سیاستبینی تغییرات افکار عمومی و واکنشو پیش ديگرهای اجتماعی کشورهای رسانه

خاذ تصمیمات ديپلماتیک و اين کار باعث افزايش دقت در ات. (Allison et al., 2021: 112) استفاده کرده است

 .شودالمللی میکاهش ريسک در روابط بین

2 .AI المللیهای بیندر مديريت بحران 

به عنوان مثال، سازمان ملل . دارد های انسانی و طبیعیمديريت بحرانهوش مصنوعی نقش کلیدی در 

ی بحران و تخصیص منابع به سازی سناريوهابینی فجايع طبیعی، شبیهبرای پیش AI هایمتحد از الگوريتم

های توانند با تحلیل دادهها میاين سامانه. (Glaeser & Mcelreath, 2020: 45)کندمناطق نیازمند استفاده می

بینی کنند و ها را پیشهای اجتماعی، زمان و مکان وقوع بحرانشناسی و شبکهبزرگ از هواشناسی، زمین

 .واکنش سريع بدهند المللی امکانگیرندگان بینبه تصمیم

 المللیهای بینسازی سیاستهوش مصنوعی در شبیه. ۳

های اقتصادی و سازی نتايج سیاستبرای شبیه AI ، ازبريتانیا و آلمانچند کشور اروپايی، از جمله 

کنند تا پیامدهای احتمالی تصمیمات به رهبران کمک می که کنندامنیتی در سطح جهانی استفاده می

 .(Brundage et al., 2018: 87) های خود را بهینه کنندبینی کرده و سیاستل از اجرا پیشخود را قب

 
 

 های اجتماعیدر ديپلماسی ديجیتال و رسانه AI استفاده از. 4

جريان اخبار جعلی و اطلاعات نادرست دهد که ها اين امکان را میها و دولتهوش مصنوعی به ديپلمات

های تحلیل هوشمند برای شناسايی محتوای برای نمونه، اتحاديه اروپا از سیستم. ندرا شناسايی و مديريت کن

 & Bradshaw)کندهای سیاسی و امنیتی استفاده میبینی تأثیر آن بر افکار عمومی در بحرانجعلی و پیش

Howard, 2020: 29) .ده ارائه دهند های به موقع و مبتنی بر داکنند تا پاسخاين ابزارها به کشورها کمک می

 .های ثانويه را کاهش دهندو ريسک بحران

۵ .AI  در امنیت سايبری و سیاست دفاعی 

کشورهای . دارد و مؤثری نقش مهمی المللیهای دفاعی و امنیت سايبری بینسیاستهوش مصنوعی در 
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هديدات سايبری، های يادگیری ماشین برای شناسايی تاز الگوريتم آمريکا، چین و اسرائیلپیشرفته مانند 

 ,Cummings) کنندگیری سريع در واکنش به تهديدات استفاده میبینی حملات احتمالی و تصمیمپیش

 .بخشندالمللی را بهبود میدهند و امنیت بیندهی کشورها را کاهش میها، زمان پاسخاين فناوری. (2021

 فصل اول بندیجمع

. المللی تبديل شده استهای بینگیریضروری برای تصمیمای به ابزاری طور فزايندههوش مصنوعی به

ها گرفته تا مقابله با اخبار جعلی و سازی سیاستها و شبیههای ديپلماتیک، مديريت بحراناز تحلیل داده

با اين حال، . های جهانی را افزايش دهدگیریتوانسته سرعت، دقت و کارآمدی تصمیم AIتهديدات سايبری،

المللی، برای جلوگیری از سوءاستفاده در سطح بین AI گذاری اخلاقی و شفافیت در استفاده ازتنیاز به سیاس

 .و تقويت اعتماد جهانی، کاملاً ضروری است
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 فصل دوم:
 های اجتماعی و هوش مصنوعی در سیاست جهانیشبکه

 

 : مقدمه

ارتباطات انسانی را دگرگون های اخیر، نه تنها ماهیت های ديجیتال در دههتحولات شتابان فناوری

. ساخته، بلکه به شکلی عمیق ساختارهای سیاسی، اقتصادی و اجتماعی جهان را تحت تأثیر قرار داده است

عنوان بستری گسترده و پويا برای انتقال اطلاعات، تعامل میان افراد و های اجتماعی بهدر اين میان، شبکه

ها ديگر صرفاً ابزارهايی برای سرگرمی يا ارتباط شخصی ين شبکها. انددهی به افکار عمومی مطرح شدهشکل

ها، و حتی بازتعريف ديپلماسی های جهانی، مديريت بحراننیستند، بلکه به میدان اصلی رقابت قدرت

 .اندالمللی تبديل شدهبین

ها، مديريت به عرصه تحلیل داده هوش مصنوعیتر ساخته، ورود تر و عمیقاما آنچه اين فضا را پیچیده

های هوش مصنوعی های اجتماعی و الگوريتمترکیب شبکه. دهی به الگوهای رفتاری استارتباطات، و شکل

شدت ای که در آن قدرت نرم کشورها بهای تازه شود؛ مرحلهسبب شده است که سیاست جهانی وارد مرحله

 .و مقابله با تهديدات ديجیتال وابسته است های کلان، تحلیل افکار عمومی،ها در مديريت دادهبه توانايی آن

طور همزمان از اين دو ابزار برای اهداف ها و بازيگران غیردولتی بهدر سیاست جهانی امروز، دولت

کاوی و کنند با استفاده از دادهها تلاش میالمللی و دولتهای بینسو سازماناز يک: برندمتفاوت بهره می

تری با افکار عمومی جهان برقرار کنند؛ ها را مديريت کرده و ارتباط مستقیمحرانهای پیشرفته، بالگوريتم

های اطلاعاتی، و حتی و از سوی ديگر، بازيگران متخاصم از همان بسترها برای انتشار اخبار جعلی، جنگ

 .کنندسازی جوامع رقیب استفاده میثباتبی

توانند های اجتماعی و هوش مصنوعی میا شبکهآي: شودهای مهمی مطرح میدر چنین شرايطی، پرسش

به ابزارهايی برای صلح، شفافیت و همبستگی جهانی تبديل شوند؟ يا آنکه بیشتر به عنوان سلاحی در 

 های نوين اطلاعاتی و ابزار مداخله در امور داخلی کشورها عمل خواهند کرد؟جنگ

های اجتماعی، يری جامع از پیوند میان شبکهاين فصل بر آن است تا با تمرکز بر سه حوزه اصلی، تصو

داده در تحلیل افکار های کلاننخست، بررسی نقش الگوريتم: هوش مصنوعی و سیاست جهانی ارائه دهد

های اطلاعاتی؛ و سوم، مطالعه عمومی؛ دوم، تحلیل جايگاه هوش مصنوعی در مبارزه با اخبار جعلی و جنگ

نگر تحت در پايان نیز، برای تکمیل بحث، بخشی آينده. ی ديجیتالهای جهانی در ديپلماسنقش پلتفرم

 .مطرح خواهد شد« های اجتماعی هوشمند و آينده نظم جهانیشبکه»عنوان 

 داده و تحلیل افکار عمومیهای کلانالگوریتم. 2-1
ی هاهای اجتماعی، سرويسهای تولیدشده توسط شهروندان در شبکهويکم، حجم دادهدر قرن بیست

گیری و قدری رشد کرده است که تحلیل سنتیِ نمونههای متصل به اينترنت بهديجیتال و دستگاه
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. گیری سريع و راهبردی نیستهای مبتنی بر پرسشنامه ديگر پاسخگوی نیازهای تصمیمپیمايش

 و تولید عتسر تنوع، حجم، منظر از که شودمی گفته هاداده از بزرگیبه مجموعه  (Big Data) «دادهکلان»

 و شدهتوزيع پردازش هایالگوريتم کمک به و اندسنتی پردازش هایظرفیت از فراتر ساختاری پیچیدگی

 ديپلماسی و گذاریسیاستدر حوزه . گردندتبديل به دانش کاربردی می و تحلیل قابل مصنوعی هوش

 افکار هایجريان اجتماعی، اررفت الگوهای تواندمی که است شده ابزاری به تبديل ظرفیت اين ديجیتال،

 .سازد آشکار سابقهبی مقیاسی و سرعت در را سیاسی تغییرات اولیه شواهد حتی و عمومی،

بینی های پیشکاوی و مدلاحساسات، شبکه های يادگیری ماشین، تحلیلها )از جمله روشالگوريتم

 : ای دارندسری زمانی( نقش دوگانه

ها را در زمان واقعی دهند تا رفتارها و نگرشها امکان میها و سازمانرسانهگذاران، سو به سیاستاز يک

توانند می« بانان الگوريتمیکدروازه»عنوان ها بهمشاهده و تحلیل کنند؛ و از سوی ديگر، همان الگوريتم

ها تنها وريتمنهد )يعنی الگگیری افکار عمومی تأثیر میمحتوايی را برجسته يا اخفاء کنند که خود بر شکل

پیامد اين وضع . (González-Bailón et al., 2025; Vosoughi, Roy, & Aral, 2018)( آينه نیستند بلکه بازيگرند

ها فراهم داده، هم فرصتی برای درک بهتر و واکنش سريع به بحرانآن است که تحلیل افکار عمومی با کلان

 رسانیاطلاع دستکاری و نادرست اخبارگوريتمی، اشاعه های الآورد و هم خطرات جدی از جمله سوگیریمی

 .(Vosoughi et al., 2018; 2024) دارد همراه به را

کاربرد ( 2داده، )های کلانمفهوم و ويژگی( 1) کلیدیبا تمرکز بر چهار ريشه ( 1-2فصل حاضر )بخش 

ت سیاسی از طريق بینی تحولاپیش (Sentiment Analysis( ،)۳) هوش مصنوعی در تحلیل احساسات

های هوشمند در انتخاباتِ آمريکا و مالگوريت از استفاده موردیمطالعه ( 4های اجتماعی و )کاوی شبکهداده

 هاینمونه هم و نظری پايه ارائه هم هدف،. پرداخت خواهد تهديدها و هافرصت اين بررسی به اروپااتحاديه 

 هافناوری اين عملی و اخلاقی کاربردهای درباره قضاوت برای لازم علمی بینش بتواند خواننده تا است، عملی

دهی ها بر شکلهايی مانند اثر الگوريتمبرای گزاره .ل و مديريت بحران را کسب کندديجیتا ديپلماسی در

و مقالات مرورگر حوزه  Vosoughi et al., 2018 ها ارجاع بهافکار عمومی و نقش اخبار جعلی در شبکه

 . امگذاشته الگوريتمیک

 های آنداده و ویژگیمفهوم کلان. 2-1-1

 (4Vsالف( تعريف و چهار ويژگی اصلی )

ها اشاره دارد که از نظر حجم، سرعت، تنوع و درستی ای از دادهبه مجموعه «دادهکلان»اصطلاح 

 و تحلیل شسازی و تحلیل قادر به پردازو پیچیده هستند که ابزارهای سنتی ذخیره ، عظیمبزرگچنان آن

داده پژوهشگران معمولاً برای توصیف ماهیت کلان. (Mayer-Schönberger & Cukier, 2013: 24) ها نیستندآن

 :کننده میاستفاد V4 از مدل

های اجتماعی مانند تويیتر، اينستاگرام و تلگرام در امروزه میلیاردها پست در شبکه: (Volume)حجم. 1

ها سازی و پردازش دادهم عظیم داده، شامل متن، تصوير، صدا و ويدئو، ذخیرهاين حج. شودهر روز تولید می

 .(Kitchin, 2014: 68) را به يک چالش جدی تبديل کرده است
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عنوان مثال، به. شوند و در همان لحظه بايد تحلیل شوندها در لحظه تولید میداده: (Velocity)سرعت. 2

زمان »دهد که پردازش بايد در کوين نشان میای قیمت بیتحظهها در تويیتر يا تغییرات لروند هشتگ

 .(Beigi et al., 2016: 119) صورت گیرد« واقعی

يافته ساختهای بانکی(، نیمهيافته )مثل دادههای ساختداده شامل انواع دادهکلان: (Variety)تنوع. ۳

همین تنوع، انتخاب . دئوها( استهای سیستمی(، و بدون ساختار )مثل متون، تصاوير و وي)مثل لاگ

 .(Gandomi & Haider, 2015: 140) سازدهای تحلیلی را دشوارتر میها و مدلالگوريتم

وجود شايعات، اطلاعات جعلی . ها همواره عاری از خطا نیستندداده: (Veracity)آزمايیدرستی/راستی. 4

عنوان يک چالش اساسی مطرح ها بهسنجی آنشود که صحت اطلاعات و اعتبارهای نادرست باعث میو داده

 .(Laney, 2001: 3) شود

تنها يک پديده فناورانه بلکه يک مسئله داده نههمین دلیل، پژوهشگران تأکید دارند که کلانبه

 :Zuboff, 2019) گذاردطور مستقیم بر اعتماد عمومی و مشروعیت نهادها اثر میسیاسی است که به-اجتماعی

45). 

 ارزشمعماری و زنجیره : داده تا بینش ب( از

ای ای، مسیری چندمرحلهو در نهايت يک تصمیم سیاسی يا رسانه« بینش»ها برای تبديل شدن به داده

شهرت يافته است، معمولاً شامل مراحل زير « دادهزنجیره ارزش کلان»اين مسیر که به . کنندرا طی می

 :است

 ها؛های نظارتی و پرسشنامههای اجتماعی، سنسورها، سیستمشبکه API از طريق :هاگردآوری داده. 1

ها را که امکان پردازش موازی داده Spark و Hadoop هايی چونبا فناوری: شدهسازی توزيعذخیره. 2

 (؛ González-Bailón, 2020: 57) سازندفراهم می

 های تکراری، ناقص يا نامعتبر؛حذف داده :هاسازی دادهپاک. ۳

های زبانی، تصويری يا آماری که برای انتخاب شاخص: (Feature Engineering)هااستخراج ويژگی. 4

 اند؛سازی مناسبمدل

بینانه برای های عصبی و تحلیل پیشهای يادگیری ماشین، شبکهاستفاده از الگوريتم :سازیمدل. ۵

 کشف الگوها؛

ها و داشبوردهای تحلیلی برای به نمودارها، نقشهها تبديل خروجی الگوريتم :سازی و تفسیربصری. ۶

 .(Miller & Goodchild, 2015: 99) گیرانتصمیم

های برای مثال، الگوريتم. های خاصی را وارد کندتواند سوگیریدر اين زنجیره، هر مرحله می

منجر به  هايی تولید کنند که خودهای ناقص يا جانبدارانه، ممکن است خروجیديده بر دادهآموزش

رو، ملاحظات اخلاقی، شفافیت و از همین. (O’Neil, 2016: 82)شده شوندهای ناعادلانه يا دستکاریتصمیم

 .ها باشندناپذير از طراحی اين سیستمپاسخگويی بايد بخشی جدايی

 عمومی افکارداده در حوزه پ( ارزش کلان

. های پژوهشی دهه اخیر بوده استن حوزهتريداده در تحلیل افکار عمومی يکی از مهمکاربرد کلان

 :ها، پژوهشگران قادرندواسطه اين دادهبه
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 های مثبت و ها تويیت يا پست برای استخراج نگرشتحلیل محتوای میلیون :شناسايی الگوهای زبانی

 .(Bollen et al., 2011: 450) منفی نسبت به يک موضوع

 بندی جوامع مجازیخوشه(Community Detection): ای که های بستههای همفکر يا شبکهکشف گروه

 .(Newman, 2018: 15) اندحول يک ايدئولوژی يا گفتمان شکل گرفته

 شناسايی عاملان تأثیرگذار(Influencers): هايی که بیشترين قدرت انتشار پیام يا تشخیص حساب

 دهی به گفتمان را دارند؛شکل

 های خبریرهگیری موج(News Diffusion): های بررسی چگونگی انتشار اخبار و شايعات در شبکه

 .(Vosoughi et al., 2018: 1148) اجتماعی

طور اند؛ اما همانرسانی صحیح و مقابله با شايعات بسیار حیاتیها، اطلاعها در مديريت بحراناين قابلیت

و دستکاری انتخاباتی  روانی گیریهدف برای توانندمی ابزارها ناي شد، آشکار کمبريج آنالیتیکاکه در ماجرای 

 .(Cadwalladr & Graham-Harrison, 2018: 5) نیز مورد سوءاستفاده قرار گیرند

ارزش واقعی آن در . داده همزمان فرصتی برای شفافیت و ابزاری برای دستکاری استدر نتیجه، کلان

قواعد اخلاقی، تی و هم جامعه مدنی بر سر شود که هم نهادهای حاکمیحوزه افکار عمومی زمانی محقق می

 .به توافق برسند شفافیت و حقوق شهروندی

 ( Sentiment Analysis) کاربرد هوش مصنوعی در تحلیل احساسات. 2-1-2

 چیستیِ تحلیل احساسات و سکوهای فناورانه الف(

است که  (NLP) بیعیهای مهم پردازش زبان طيکی از زيرشاخه (Sentiment Analysis)تحلیل احساسات 

های متنی اين فرآيند معمولاً داده. رودکار میبا هدف استخراج نگرش، لحن يا احساس موجود در متن به

ها کند که محتوای آنها را بررسی کرده و مشخص میهای اجتماعی، اخبار يا نظرسنجیکاربران در شبکه

تر، تحلیل احساسات به تفکیک هیجاناتی مانند فتههای پیشردر نسخه. دارای بار مثبت، منفی يا خنثی است

 :Liu, 2012) سازدتر از افکار عمومی را فراهم میشادی، ترس، خشم و امید نیز پرداخته و امکان درک عمیق

49). 

 متغیر عمیق يادگیریهای پیچیده تا مدل واژگانیکاررفته در اين حوزه از رويکردهای ساده های بهروش

ده و واژگان مثبت و منفی کر عمل شدهتعیین پیش از هایلغت فرهنگ اساس بر سنتی هایرويکرد. هستند

 GPT وBERT های عصبی عمیق مانندهای آماری و شبکهکنند؛ رويکردهای مدرن بر مدلرا شمارش می

ن وجود، با اي. (Devlin et al., 2019)دباشمی واژگانی ارتباطات و معنايیزمینه  درک به قادر که اندمتکی

های غیرانگلیسی هنوز موجب کاهش دقت نتايج هايی مانند طنز، کنايه، اصطلاحات محلی و زبانچالش

های های آموزشی بومی و مدلای، نیاز به دادههای محلی و محاورهويژه در گويشدر زبان فارسی، به. شوندمی

 .(Beigi et al., 2016: 107) شودتخصصی بیشتر احساس می

 بردها در سیاست و مديريت بحرانکار ب(

 عنوانبه تواندمی و است متنوع بسیار بحران مديريت و سیاستکاربردهای تحلیل احساسات در حوزه 

 :رود کاربه عمومی افکار مديريت و رصد برای ابزاری
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 های اجتماعی برای شناسايی سطح اعتماد وها پیام در شبکهتحلیل میلیون :رديابی احساس عمومی 

 .مداران، احزاب يا تصمیمات کلانرضايت يا نارضايتی نسبت به سیاست

 اعتراضات به توانندمی کوتاه زمانیکشف موضوعاتی که در بازه  :شناسايی نقاط التهاب اجتماعی 

 .(Stieglitz & Dang-Xuan, 2013: 405) شوند تبديل ایرسانه هایبحران يا خیابانی

 های اجتماعی های ارتباطی هدفمند و متناسب با گروهطراحی پیام :انههای هوشمند و پیشگیرپاسخ

 .ها، مقابله با شايعات يا تقويت اعتماد عمومیبرای کاهش نگرانی

های مهم ها و احتمال سوگیری زبانی و فرهنگی از چالشبا وجود اين، وابستگی نتايج به کیفیت داده

گذاری منجر تواند به اتخاذ تصمیمات نادرست در سیاستمی هااين حوزه است؛ زيرا سوءبرداشت در تحلیل

 .(Mohammad, 2020: 78) شود

 ( Sentiment Index Pipeline) احساس شاخصِ تا تويیت از: فنینمونه  پ(

 :لاين استاندارد تحلیل احساسات معمولاً شامل مراحل زير استيک پايپ

 دريافت داده از :آوری دادهجمع API بوک يا تلگراماجتماعی مانند تويیتر، فیسهای شبکه. 

 سازی متن و ها، اسپم(، نرمالهای غیرمرتبط، لینکحذف نويزها )ايموجی :پردازشسازی و پیشپاک

 .تبديل به قالب استاندارد

 هايی همچونکارگیری روشبه :هااستخراج ويژگی word embeddings (GloVe  ياWord2Vec ،) يا

 .(n-grams) های توالیمدل

 هايی نظیراستفاده از الگوريتم :سازیمدل SVM ،Random Forest  های عمیق ماننديا مدل BERT  برای

 .بندی احساساتطبقه

 سنجش عملکرد مدل با معیارهايی چون  :ارزيابیprecision ،recall  وF1-score  برای اطمینان از دقت و

 .کارآمدی تحلیل

ای مانند تصاوير و های چندرسانهتنها بر متن بلکه بر دادهتحلیل احساسات نههای پیشرفته، در نسخه

ها غالباً همراه با تصوير و ويدئو هستند، ويژه در فضای مجازی که پیاماين رويکرد به. ويدئوها نیز تمرکز دارد

 .(Cambria et al., 2017: 480) يابداهمیت دوچندان می

 های اجتماعیکاوی شبکهی با دادهبینی تحولات سیاسپیش. 2-1-3

 چه چیزی ممکن است؟: بینیظرفیت پیش الف(

های اجتماعی بستری نوين برای سنجش افکار عمومی و تحلیل تحولات سیاسی فراهم ظهور شبکه

های کلان تولیدشده در اند، دادهبر و پرهزينههای سنتی که زماندر مقايسه با نظرسنجی. کرده است

 تمايلات و هاگرايشبوک، اينستاگرام و تلگرام امکان رصد آنی و گسترده چون تويیتر، فیسبسترهايی هم

های اولیه نشان دادند که فراوانی اشاره به نام احزاب پژوهش. (Jungherr, 2015: 42)سازدمی فراهم را کاربران

عنوان به. يج انتخاباتی داشته باشدهايی با نتاتواند همبستگیهای اجتماعی میهای شبکهيا کانديداها در پیام

های مرتبط ( بر انتخابات آلمان نشان داد که تعداد تويیت18۳: 2۰1۰و همکاران ) Tumasjan نمونه، مطالعه

 .ها داردشده توسط آنبا احزاب همبستگی نسبی با میزان آرای کسب

ها قابل اعتماد جم دادهبینی صرفاً بر اساس حهای بعدی روشن ساخت که پیشبا اين حال، بررسی
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ای کنندهوگوها نقش تعیینها و پويايی گفتعوامل متعددی از جمله تنوع موضوعی، بار احساسی پیام. نیست

های تر يادگیری ماشین، الگوريتمهای پیچیدهکارگیری مدلبینی معتبر نیازمند بهاز اين رو، پیش. دارند

بدين . (Gayo-Avello, 2012: 1287)است (bots) ويت جعلیهای تشخیص هگیری و مکانیزمتصحیح نمونه

های سیگنال»يا  اولیهنشانگرهای هشداردهنده عنوان توان بیشتر بههای اجتماعی را میترتیب، شبکه

عنوان ابزاری گیری را دارند، نه بهتلقی کرد که ظرفیت شناسايی روندهای سیاسی در حال شکل« ضعیف

 .يجبینی نتاقطعی برای پیش

 ها و خطاهامحدوديت ب(
ها و ای از چالشبینی تحولات سیاسی با مجموعههای اجتماعی در پیشکاوی شبکهکاربرد داده

 :ها همراه استمحدوديت

 طور مثال، های اجتماعی ترکیب يکسانی با کل جمعیت ندارند؛ بهکاربران شبکه :پذيری ناهمگننمونه

که تر هستند، در حالیشهری و کاربران باسواد ديجیتال غالب های سنی جوان، طبقات متوسطگروه

 .(Jungherr et al., 2017: 66) شوندتر يا فاقد دسترسی به اينترنت کمتر نمايان میهای سنتیگروه

 های شده و کمپینهای کاربری هماهنگها، حسابربات :شدهحضور بازيگران مصنوعی و دستکاری

توانند الگوهای واقعی مشارکت را مخدوش کنند و نتايج را به سمت دلخواه هدايت می يافتهتبلیغاتی سازمان

 .(Ferrara et al., 2016: 100) نمايند

 التغییرندهای اجتماعی پويا و سريعموضوعات و احساسات در شبکه :هاتغییرپذيری رفتارها و زمینه .

اند، ممکن است به سرعت دقت خود را از ديده های گذشته آموزشهايی که بر اساس دادهبنابراين مدل

 Conover et) های داده استروزرسانی پايگاهها و بهاين امر نیازمند بازآموزی مداوم الگوريتم. دست بدهند

al., 2013: 91). 
 معنای علیت نیست های اولیه بهدهند که همبستگیها نشان میبسیاری از پژوهش :خطر تعمیم نابجا

 :Jungherr, 2015) های تاريخی کردهای علمی و دادههای اجتماعی را جايگزين نظرسنجینتايج شبکه و نبايد

115). 

اند که اتکای تأکید کرده  dos Santos Brito et al. (2021: 12)مطالعات مرور سیستماتیک از جمله پژوهش 

ت سیاسی پرريسک است و بايد با بینی انتخابات و تحولاهای اجتماعی در پیشهای شبکهکامل به داده

ای ترکیب گردد تا های رسانههای اقتصادی و شاخصهای معتبر، دادههای مکمل همچون نظرسنجیداده

 .دست آيدنتايج قابل اتکاتری به

 های شهریهشداردهی زودهنگام برای بحران: مثالی از کاربرد پ(
 اولیه هشدار هایسیستم ارائه اجتماعی، هایشبکه در سیاسی کاویدادهيکی از کارکردهای برجسته 

 هايیکلیدواژه تکرارتوانند افزايش غیرمنتظره های يادگیری ماشین میالگوريتم. يريت بحران استمد برای

 دهند هشدار گیرتصمیم نهادهای به و کرده شناسايی را «تحريم» يا «گرانی» ،«کمبود» ،«اعتراض» مانند

(Bello-Orgaz et al., 2016: 59) .سازند که پیش از گسترش بحران چنین هشدارهايی اين امکان را فراهم می

 .شود اتخاذ مناسب تدابیر المللی،بین هایرسانه يا خیابانبه عرصه 

است؛  های اخلاقی دقیقچارچوبو  نظارت انسانیهايی نیازمند با وجود اين، استفاده از چنین سامانه
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همچنین خطر . است به سوءبرداشت يا تصمیمات نادرست منجر شوندهای خودکار ممکن زيرا تحلیل

تواند برداری سیاسی يا امنیتی از اين ابزارها وجود دارد، که در صورت نبود شفافیت و نظارت مستقل میبهره

از اين رو، تعادل میان . (Miller, 2020: 214)به نقض حقوق شهروندی و محدودسازی آزادی بیان بینجامد

 .ی فنی و رعايت اصول اخلاقی و حقوقی بايد همواره در کانون توجه قرار گیردکارآمد

 اروپا اتحادیه و آمریکا انتخابات در هوشمند هایالگوریتم از استفاده: موردیمطالعه . 2-1-4

 هاپیامدها و درس :2۰1۶انتخابات آمريکا  الف(

های کلان و اريخ استفاده از دادهآمريکا يکی از نقاط عطف در ت 2۰1۶جمهوری انتخابات رياست

ماجرای شرکت . شودهای هوش مصنوعی برای مداخله در فرآيندهای دموکراتیک محسوب میالگوريتم

Cambridge Analytica آوری و ها جمعبوک بدون رضايت آنها کاربر فیسهای میلیونآشکار ساخت که داده

به کار گرفته شد تا تبلیغات سیاسی  (psychographic profiling) شناختیهای رواندر ترکیب با پروفايل

شناختی، های رفتاری و رواناين روش مبتنی بر تحلیل داده. (The Guardian, 2018: 6)هدفمند طراحی گردد

ای برای اقشار خاص جمعیت ارسال شدهسازیهای کاملاً شخصیبه کارزارهای انتخاباتی امکان داد تا پیام

 .کنند

های در شبکه (fake news) اخبار جعلیهای بعدی نشان دادند که پديده بستر، پژوهش در همین

( در مجله 1147: 2۰18و همکاران ) Vosoughi مطالعه. اجتماعی نیز در اين دوره نقش کلیدی ايفا کرد

Science شوندمیای بیشتر از اخبار درست منتشر نشان داد که اخبار نادرست در تويیتر با سرعت و گستره .

درصد بیشتر از اخبار درست  7۰ها حاکی از آن بود که شانس بازنشر اخبار نادرست در برخی موارد تا يافته

  Grinbergدر ادامه،. آمیزتر استبرانگیزتر و تحريکتر، تعجبطور معمول احساسیاست، زيرا اين نوع محتوا به

بوک دريافتند که اين پديده بیش از همه در فیس ( با بررسی انتشار اخبار جعلی۳74: 2۰19و همکاران )

 .تر تأثیر داشته استاطلاعتر و کمهای مسنبر گروه

های اخلاقی داده، اگر بدون چارچوبها و کلانآمريکا نشان داد که الگوريتم 2۰1۶طور کلی، انتخابات به

رای دستکاری افکار عمومی و تغییر توانند به ابزارهای قدرتمندی بهای حقوقی استفاده شوند، میو نظارت

 .نتايج احتمالی انتخابات بدل شوند

 هماهنگ کارزارهای و چندپلتفرمی منظومه :انتخابات اروپايی ب(
 اروپا، پارلمان انتخابات در بود،( بوکفیس) پلتفرم يک روی بر بیشتر تمرکز که آمريکابرخلاف تجربه 

های مستقل های رسمی و پژوهشگزارش. مشاهده شد« فرمیکارزارهای چندپلت»تری از ای پیچیدهالگوه

هايی های هماهنگ، از پلتفرمخودکار و کمپینهای کاربری شبههای رباتیک، حساباند که شبکهنشان داده

اعتمادی افکن و برانگیختن بیهای تفرقههمچون تويیتر، اينستاگرام، يوتیوب و حتی تلگرام برای انتشار پیام

 .(European Parliament, 2024: 15) هادهای اروپايی استفاده کردندنسبت به ن

 هایموج ايجاد و هاپیامشده شده، بازنشر هماهنگاين اقدامات شامل انتشار محتوای جعلی يا تحريف

های اقتصادی اتحاديه در موضوعات حساس نظیر مهاجرت، هويت فرهنگی و سیاست (astroturfing) مصنوعی

 . بود اروپا

 مستقیم انتخاباتی نتايج به الزاماً  اطلاعاتی عملیات اين که دادند نشان تحلیلی هایبررسی حال، اين با
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 اتحاديه نهادهای به عمومی اعتماد تضعیف اجتماعی، شکاف ايجاد هدف با بیشتر بلکه نشدند؛ منجر قطعی و

 .(European Parliament, 2024: 22) اروپايی طراحی شده بودند جوامع در سازیقطبی افزايش و

 بازيگرانی: داشت «ایچندلايه» تهديدهای بر بیشتری تأکید اروپا اتحاديهدر مقايسه با آمريکا، تجربه 

 .بودند شده متمرکز نهادی اعتماد و اجتماعی انسجام کلیت بر بلکه انتخابات بر تنهانه که

 های سیاستیبندیِ موردی و توصیهجمع پ(
 و دادهکلان از رويهبیدهند که استفاده روشنی نشان میيکا و اروپا هر دو بهمطالعات موردی آمر

 اين دل از. سازد مواجه جديد تهديدهای با را دموکراسی تواندمی شناختیروان تحلیل هایالگوريتم

 :است استخراج قابل کلیدی نکته چند تجربیات،

 ماجرای: شفافیت و مقررات Cambridge Analytica از حفاظتن داد که نبود قوانین سختگیرانه نشا 

 ايجاد و مشخص قوانین تصويب بنابراين،. شد منجر شهروندان شخصی اطلاعات از سوءاستفاده به هاداده

 .(The Guardian, 2018) است ضروری امری هاداده از سیاسی استفاده کنترل برای نظارتی سازوکارهای

 تماتیک همچون های سیسپژوهش :ترکیب منابع دادهdos Santos Brito et al. (2021: 14)  تأکید دارند

های معتبر کافی نیستند و بايد در کنار بینیتنهايی برای پیشهای اجتماعی بههای شبکهکه داده

 .های اقتصادی استفاده شوندشناختی و شاخصهای جمعیتهای علمی، دادهنظرسنجی

 هایيافته :مقابله با اخبار جعلی Vosoughi et al. (2018) و Grinberg et al. (2019)  نشان دادند که اخبار

های بنابراين، مقابله با آن مستلزم همکاری میان پلتفرم. جعلی شتاب بیشتری نسبت به اخبار درست دارند

 .ای برای شهروندان استگذاری در سطح ملی و فراملی، و تقويت آموزش رسانهديجیتال، قانون

گیری از نشان داد که بهره Cambridge Analytica و ماجرای 2۰1۶ سال در آمريکا نتخاباتاتجربه 

گیری تبلیغات سیاسی تواند برای هدفهای اجتماعی میشناختی کاربران شبکهداده و تحلیل روانکلان

بیانگر قدرت و در وضوح بار جعلی در فیسبوک و تويیتر، بهاخاين امر، همراه با انتشار گسترده . کار رودبه

 اخبار که کردند ثابت هاپژوهش زيرا بود؛ عمومی افکار به دهیشکل در هاالگوريتمعین حال تهديد بالقوه 

 گذارندمی اثر دهندگانرأی ادراک بر و شوندمی منتشر درست اخبار از بیشتر و ترسريع گاه نادرست

(Vosoughi et al., 2018; Grinberg et al., 2019) . 

های مختلف بیشتر های رباتیک در پلتفرمها و شبکههای هماهنگ گروهدر انتخابات اروپايی نیز فعالیت

 ,European Parliament)گیریرأیسازی تمرکز داشتند تا تغییر مستقیم نتیجه اعتمادی و قطبیبر ايجاد بی

2024) . 

های انتخاباتی بايد شفافیت در فادهدهد که برای جلوگیری از سوءاستبرآيند اين دو تجربه نشان می

بینی دقیق ترکیب شوند و مقابله با اخبار جعلی از ها افزايش يابد، منابع داده برای پیشدسترسی به داده

 .(The Guardian, 2018; dos Santos Brito et al., 2021) ای تقويت گرددگذاری و آموزش رسانهطريق قانون

 های اطلاعاتی با هوش مصنوعیو جنگمبارزه با اخبار جعلی . 2-2

ترين منابع قدرت تبديل شده است و به همان نسبت، تهديدهای در دنیای امروز، اطلاعات به يکی از مهم

و  اخبار جعلیترين مصاديق اين تهديدها، يکی از مهم. اندناشی از اطلاعات نادرست نیز افزايش يافته
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اخبار جعلی . اندای پیدا کردههای اخیر ابعاد تازهاست که در سال (Information Warfare) های اطلاعاتیجنگ

توانند افکار اند که میکننده نیستند، بلکه بخشی از يک اکوسیستم پیچیدهتنها يک محتوای ساده و گمراه

کاری کنند، اعتماد اجتماعی را کاهش دهند و حتی ثبات سیاسی کشورها را به چالش عمومی را دست

 .(Lazer et al., 2018) بکشند

 از گیریبهره و يافتهسازمان شايعات روانی، عملیاتهای اطلاعاتی که دربردارنده از سوی ديگر، جنگ

ملل البین روابط در نرم قدرت کلیدی ابزارهای از يکی به هستند، تفرقه ايجاد برای اجتماعی هایشبکه

بودن عصر ديجیتال مانند سرعت انتشار بالا، ناشناسهای ويژگی. (Rid & Buchanan, 2015)اندتبديل شده

 .است کرده فراهم را جعلی اخبار رشد بستر محتوا،کننده های تقويتکاربران و الگوريتم

عنوان به (NLP) پردازش زبان طبیعیو  يادگیری ماشینويژه در چنین شرايطی، هوش مصنوعی و به

توانند الگوهای انتشار محتوای جعلی را تشخیص دهند، ها میاوریاين فن. اندابزارهايی نوين وارد میدان شده

های عملیات هماهنگ اطلاعاتی ها، نشانهدادههای جعلی را شناسايی کنند و با تحلیل کلانها و حسابربات

هرچند تهديدها همچنان پابرجاست، اما ظرفیت هوش مصنوعی برای . (Shu et al., 2020)را آشکار سازند

 .ها و جوامع داده استای به پژوهشگران، دولتبا اخبار جعلی امید تازهمبارزه 

گونه که فناوری ديجیتال بستری برای گسترش اخبار نادرست فراهم کرده است، به بیان ديگر، همان

های آوری اجتماعی در برابر جنگتواند به ابزاری برای دفاع از حقیقت و تقويت تابهوش مصنوعی نیز می

 .تبديل شود تیاطلاعا

 تعریف اخبار جعلی و تمایز آن با شایعات سیاسی. 2-2-1

شود و تولید و منتشر می سازینیت گمراهشود که با طور کلی به محتوايی اطلاق میبه اخبار جعلی

اين اخبار معمولاً با هدف تأثیرگذاری بر افکار . ظاهر شبیه خبر واقعی است اما فاقد صحت و اعتبار استبه

ومی، ايجاد تفرقه اجتماعی، تضعیف اعتماد عمومی به نهادها يا پیشبرد اهداف سیاسی و اقتصادی منتشر عم

 .(Allcott & Gentzkow, 2017) شوندمی

 :شونداز منظر مفهومی، اخبار جعلی با چند ويژگی شناخته می

ای است تا ی رسانهها شبیه خبرهای واقعشوند که قالب آنای طراحی میگونهبه: ساختار خبری. 1

 .اعتماد مخاطب را جلب کنند

برخلاف شايعات معمولی که ممکن است خودانگیخته و فاقد طراحی سیستماتیک  :هدفمند بودن. 2

 .کارزار اطلاعاتی هستند يا يافتهسازمانباشند، اخبار جعلی معمولاً بخشی از يک پروژه 

کننده های تقويتها و الگوريتمی اجتماعی، رباتهابا استفاده از رسانه :انتشار در مقیاس وسیع. ۳

 .کنند درگیر را کاربر هامیلیون کوتاه زمانی در توانندمی جعلی اخبار محتوا،
 

 تمايز با شايعات سیاسی

اگرچه با اخبار جعلی شباهت دارند، اما چند تفاوت اساسی میان  (Political Rumors) شايعات سیاسی

 :ها وجود داردآن

  های نادرست يا وگوهای فردی، برداشتتوانند حاصل گفتشايعات سیاسی می: يافتگیسازمانسطح
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 شوندطور آگاهانه و سیستماتیک طراحی میاخبار جعلی معمولاً به کهحالیتفسیرهای غیررسمی باشند، در 

(Vosoughi et al., 2018). 

  يابند، اما معه يا گروه خاص رواج میشايعات اغلب در مقیاس محدودتر و در يک جا: انتشاردامنه

 .نوردندسرعت مرزهای ملی و جغرافیايی را درمیهای اجتماعی بهاخبار جعلی به لطف شبکه

 شناختی )مانند استفاده از های روانطور خاص با استفاده از تکنیکاخبار جعلی به :اثرگذاری روانی

شوند تا بیشترين واکنش هیجانی را ايجاد ی( طراحی میزنآمیز يا برچسبتیترهای هیجانی، تصاوير تحريک

 .شايعات سیاسی معمولاً فاقد اين میزان طراحی هدفمند هستند. کنند

تولیدکنندگان نیت باشد، اما تفاوت اصلی در  ای برای اخبار جعلیمقدمهتواند به بیان ديگر، شايعه می

های اطلاعاتی مدرن عنوان يک ابزار در جنگجعلی به در واقع، اخبار. نهفته است و ساختار سازمانی انتشار

 .های اعتماد اجتماعی و دموکراتیک را تهديد کنندتوانند بنیانکنند و میفراتر از شايعات ساده عمل می

 نقش یادگیری ماشین در شناسایی الگوهای انتشار اخبار جعلی. 2-2-2

تقريباً غیرممکن است؛  (Machine Learning) اشینيادگیری مگیری از مبارزه با اخبار جعلی بدون بهره

های سنتی تحلیل )بررسی های اجتماعی بسیار عظیم است و روشهای تولیدشده در شبکهزيرا حجم داده

 .موقع و دقیق اين محتواها را ندارندانسانی يا قوانین ثابت( توانايی شناسايی به

 ML الف( اصول کلی شناسايی اخبار جعلی با

 :توانند از دو زاويه اصلی با اخبار جعلی مقابله کنندهای يادگیری ماشین میيتمالگور

 (Content-based Analysis) تحلیل محتوايی. 1

 های محتوای ساختگیبررسی واژگان، سبک نگارش و ساختار جمله برای شناسايی نشانه. 

 های زبانیاستفاده از مدل (Language Models) مانندBERT   ياGPT ای و معنايی که توانايی درک زمینه

 .متن را دارند

 تشخیص تیترهای هیجانی و زبان احساسی غیرمعمول که معمولاً در اخبار جعلی برجسته است 

(Zhou & Zafarani, 2020). 

 :(Network-based Analysis) ایتحلیل شبکه -2

 بررسی الگوهای انتشار (Diffusion Patterns) اجتماعیهای در شبکه. 

 اند، سرعت انتشار چگونه بوده و آيا الگوهای هايی خبر را منتشر کردهتحلیل اينکه چه حساب

 .شودمشاهده می (coordinated activity) «هماهنگی مصنوعی»

 دارند و کلیدی های مشکوکی که در انتشار نقش محوریهای رباتی يا حسابشناسايی شبکه (Shu 

et al., 2020). 

 های کلیدیها و الگوريتموشب( ر

 شدهيادگیری نظارت(Supervised Learning): خورده )خبر های برچسبای از دادهنیازمند مجموعه

های عصبی عمیق در اين حوزه يا شبکه  SVM،Random Forestهايی مانند الگوريتم. واقعی/خبر جعلی( است

 .روندبه کار می

 يادگیری بدون نظارت(Unsupervised Learning): ها، بندی و کشف الگوهای غیرعادی در دادهبا خوشه
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 .خورده وجود نداشته باشدهای برچسبتواند محتوای مشکوک را شناسايی کند حتی اگر نمونهمی

 يادگیری عمیق(Deep Learning): های مبتنی بر مدلLSTM  ياTransformer  تر توانايی تشخیص دقیق

 .های زبانی را دارندیدگیکنايات، طنز يا پیچ

 های ترکیبیروش(Hybrid Approaches): ای، که بهترين عملکرد ادغام تحلیل محتوايی و تحلیل شبکه

 .گیرنداند زيرا هم پیام و هم بستر انتشار را همزمان در نظر میرا نشان داده

 هاها و محدوديتج( چالش

 های ديگر )مثل فارسی اند و در زبانانگلیسی طراحی شده ها برای زبانبسیاری از مدل :زبان و فرهنگ

 .کننديا عربی( با خطای بالاتر عمل می

 شوند زيرا تولیدکنندگان سرعت قديمی میها بهالگوريتم: تغییر تاکتیک تولیدکنندگان اخبار جعلی

 .کنندهای جديدی برای دور زدن فیلترها پیدا میاخبار جعلی شیوه

 های کاربران برای شناسايی اخبار جعلی آوری و پردازش دادهجمع :ی و حريم خصوصیمسائل اخلاق

 .(Floridi, 2018) خوانی داشته باشدبايد با اصول اخلاقی و قوانین حريم خصوصی هم

 کاربردید( نمونه 

 هاتحلیل متن تويیتترکیب های تشخیص اخبار جعلی تويیتر است که با های موفق، سیستماز نمونه

ها پژوهش. های رباتی را شناسايی و مسدود کننداند بسیاری از شبکهتوانسته هاای حسابرفتار شبکهو 

 .(Shu et al., 2020) برساند ٪9۰تواند دقت تشخیص را به بیش از اند که اين ترکیب مینشان داده

 های اطلاعاتیها در جنگهای جعلی و نقش آنهای مجازی، حسابربات. 2-2-3

 های جعلیها و حسابلف( چیستی رباتا

افزارهايی هستند که به صورت خودکار در نرم (Social Bots) های مجازیرباتدر فضای ديجیتال، 

های حساب. کردن ديگرانکردن گرفته تا دنبالکنند؛ از انتشار پست و لايکهای اجتماعی فعالیت میشبکه

ها برای گروه اند که معمولاً توسط افراد ياشدهالی ساختههای ديجیتنیز هويت (Fake Accounts) جعلی

سرعت، مقیاس اين ابزارها به دلیل . شوندسازی يک کاربر عادی ايجاد میکردن هويت واقعی يا شبیهپنهان

 .(Ferrara et al., 2016) کنندهای اطلاعاتی ايفا مینقش کلیدی در جنگ و ناشناسی

 های اطلاعاتیب( نقش در جنگ

کنند های هماهنگ، موضوعات داغ را تقويت میها با انتشار پیامربات: سازی اجتماعیتشديد قطبی. 1

اين تاکتیک در انتخابات آمريکا و . سازی سیاسی تشديد شودشوند احساسات منفی يا دوقطبیو باعث می

 .های خاورمیانه مشاهده شده استبحران

عمل  (Content Farms) عنوان مزارع محتوايیی جعلی اغلب بههاحساب :تولید و تقويت اخبار جعلی. 2

 Illusion) «توهم اجماع»اين امر به ايجاد . دهندها را معتبر جلوه میکنند و با بازنشر هماهنگ خبرها، آنمی

of Consensus)  کندکمک می (Vosoughi et al., 2018). 

ها حجم (، رباتInformation Overload) ان اطلاعاتیبا بمبار :ايجاد اختلال در جريان اطلاعات درست. ۳

 .برند تا صدای منابع معتبر در میان شلوغی گم شودمحتوای نامعتبر را بالا می
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 فساد،توانند شايعات هدفمند درباره های جعلی میحساب :عملیات روانی و تضعیف اعتماد عمومی. 4

تضعیف اعتماد به نهادهای اين عملیات روانی،  هدف اصلی. پخش کنند را سیاسی خیانت يا ناکارآمدی

 .(Bradshaw & Howard, 2019) ثباتی استو افزايش احساس بی رسمی

 های جعلیها و حسابهای شناسايی رباتج( روش

 ساعته بدون وقفه( و سرعت بالای  24بررسی الگوهای زمانی انتشار )مثلاً فعالیت  :تحلیل رفتاری

 .هاواکنش

 اندهای مشکوک که به شکل هماهنگ به همديگر متصلهای حسابکشف خوشه :ایکهتحلیل شب. 

 تشخیص شباهت در ساختار زبانی و کلمات مورد استفاده در چند حساب :های زبانیشاخص. 

 توانند با ترکیب نظارت میشده و بدونهای يادگیری نظارتمدل :های يادگیری ماشینالگوريتم

 .(Cresci et al., 2017) های جعلی را با دقت بالا شناسايی کنندرفتاری، حسابهای متنی و داده

 های واقعید( مثال

طور هماهنگ ، تحقیقات نشان داد که هزاران حساب جعلی با منشأ روسیه به2۰1۶در انتخابات آمريکا 

 .اند تا بر افکار عمومی اثر بگذارنددر تويیتر و فیسبوک فعال بوده

 داخلی هایگروه نقشهای متضاد درباره دادن به روايتها نقش مهمی در شکلريه، رباتدر بحران سو

 .کردند ايفا خارجی هایقدرت و

های رباتی برای تضعیف اعتماد به نهادهای دهد که در اتحاديه اروپا نیز شبکهها نشان میپژوهش

 .(European Parliament Report, 2024) اندکار گرفته شدههای پوپولیستی بهسازی جرياناتحاديه و برجسته

 ها در مقابلهها و محدوديتهـ( چالش

 هستند؛ يعنی ترکیبی از فعالیت انسانی « خودکارنیمه»ها بسیاری از حساب: مرز مبهم انسان و ربات

 .کندها را دشوار میو ماشینی دارند که تشخیص آن

 های دهند تا از الگوريتمهای خود را تغییر میاستراتژی سرعتها بهطراحان ربات :فرار از فیلترها

 .شناسايی فرار کنند

 های واقعی ها نبايد منجر به محدودسازی آزادی بیان يا حذف حسابمبارزه با ربات :ابعاد اخلاقی

 .شود

 خاورمیانه و اوکراین بحران در روانی عملیات: موردیمطالعه . 2-2-4

: اندشده همراه جدی ديجیتال بعُد يک با سیاسی هایبحران و مسلحانه هایدرگیری گذشته،در دو دهه 

 ايجاد عمومی، ادراک دهیشکل برای سازدست رسانه و هاربات اجتماعی، هایشبکه از مندنظام گیریبهره

ا و هوزنده که ساختارها، تاکتیکآم و برجسته نمونه دو. سیاسی يا نظامی اهداف پیشبرد و اطلاعاتی آشوب

و تشديد  2۰14دهند، جنگ روسیه علیه اوکراين )از خوبی نشان میپیامدهای عملیات روانی مدرن را به

های اخیر ها پیرامون سوريه، لیبی، و نزاعهای اطلاعاتی در خاورمیانه )از جمله درگیریو رقابت( 2۰22در 

بازيگران دولتی و غیردولتی از  دهند که چگونهاين دو پرونده نشان می. در فلسطین/اسرائیل( هستند

برای تأثیرگذاری   (bots, fake accounts, astroturfing, microtargeting, deepfakes) های هماهنگِ ديجیتالروش
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 ابزارهای چگونه همزمان و کننددهی روايتِ جنگ استفاده میبر افکار عمومی، تضعیف طرف مقابل و شکل

 .کار روندیص و مقابله بهتوانند برای تشخوش مصنوعی میه

های خبری درباره آمار و گزارش ;Geissler et al., 2023: برای بررسی شواهد گسترده در مورد اوکراين)

: خاورمیانهدرباره   ;Meta/Guardian, 2022: هاپلتفرم توسط سازیپاک و يافتهسازمان هایشبکه

 DemTech/Oxford2ای و آکادمیايیهای رسانهو گزارش+The Guardian2+SpringerOpen .) 

 هاخپاس و هاکانال ها،تاکتیک :عملیات روانی در بحران اوکراین. 2-2-4-1

 هاکزمینه و تکامل تاکتی. 1

طور سیستماتیک از طیف ، به2۰22فوريه  24و خصوصاً پس از تهاجمِ  2۰14روسیه از پس از سال 

 درگیری، ماهیت و عللدرباره « جايگزين»های انتشار روايت: وسیعی از ابزارهای اطلاعاتی استفاده کرد

های اجتماعی ر رسانههای هماهنگ درباتی و عملیات هایشبکه شده،دستکاری يا ساختگی محتوای تولید

ها گاهی با اقدامات فنی )مثلاً هک و اين عملیات. (Geissler et al., 2023; van Niekerk, 2023) هارسانو پیام

 . اس برای ايجاد هراس و تشويش در جمعیت همراه شدندامهای متنی/اسانتشار اسناد( يا پیام

 ها و ابزارهاکانال. 2

اپ(، و ها )تلگرام، واتسرسانيوتیوب(، پیام ,Meta/بوکفیس  ,X/تويیتر)  یهای اجتماعی عمومـ شبکه

ها در برخی مقاطع پلتفرم. کار رفتندای بههای منطقههای پیامکی و پهپادی برای ارسال پیامحتی سامانه

 ,Meta/Guardian) های دولتی کردندشده يا محدود کردن دسترسی رسانههای هماهنگاقدام به حذف شبکه

. )2022 
 های تاکتیکی مشخصنمونه. ۳

 روسی و پراکندن شايعات؛-های پروخبری برای انتشار روايتهای شبهو حساب «bots» ـ استفاده از

 فع يکهايی به نگرفت تا پیامهای رايج را هدف میهايی که حسابو کمپین «Ghostwriter» ـ عملیات

 روايت منتشر کند؛

جايی جمعیت )مثلاً ادعاهای ای ساختگی به شهروندان برای ايجاد ترس و جابهها و هشدارهـ پیامک

 Reuters, 2024)) الوقوعقريب حمله يا نظامی احاطهکاذب درباره 

 ای اوکراين و متحدانها و راهکارهای مقابلهواکنش. 4

های ، اپcrowdsourced verification)« )اطرافیان-شهروند» با ديجیتال مدنی جامعهـ اوکراين و شبکه 

پاسخ دادند؛ اين اقدامات برای ثبت شواهد جرايم جنگی، مقابله با  (OSINT) باز تحلیلدهی، و شبکه گزارش

ويژه اوايل جنگ دست ها نیز بهپلتفرم. (Time, 2022) کار رفتندهای کاذب و تصحیح سريع اطلاعات بهروايت

 . ها باقی ماندهای تداوم و کشف کامل ريشهالشيافته زدند، هرچند چهای سازمانبه حذف شبکه

 های کلیدی از اوکرايندرس. ۵

تواند تأثیرات دهد و میبا عملیات نظامی رخ می« زمانهم»های مدرن ـ عملیات اطلاعاتی در جنگ

 المللی داشته باشد؛روانی، اقتصادی )مثلاً بازارها، پناهندگان( و بین

 سنجیهای صحتو تقويت ظرفیت (bot mitigation) های هماهنگها و شبکهـ محدودسازی ربات

(verification) اند؛از مؤثرترين خطوط دفاعی 

https://epjdatascience.springeropen.com/articles/10.1140/epjds/s13688-023-00414-5?utm_source=chatgpt.com
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 ها ضروری استها و جامعه مدنی برای شناسايی و پاسخ به کمپینها، پلتفرمـ همکاری بین دولت

(Geissler et al., 2023; Reuters, 2024).  

 پیامدها و بازیگران الگوها، :یانهعملیات روانی در خاورم. 2-2-4-2

 ای و تنوع بازيگرانهای منطقهويژگی. 1

های دولتی )گروههای امنیتی(، شبهها و سرويسـ خاورمیانه محیطی پیچیده با بازيگران دولتی )دولت

فعال های تبلوغاتِ سیاسی(، و دياسپوراهای های تجاری و شبکهمسلح و احزاب(، بازيگران غیردولتی )رسانه

 محور باشند-ایها بسیار متنوع و منطقهاين تنوع بازيگران باعث شده تاکتیک. در خارج کشور است

(DemTech, 2020; Atlantic Council, 2022).  

 های تاکتیکی و عملیات اخیرنمونه. 2

 شده و حجم عظیمی از ويدئوها و تصاوير دستکاری :(2۰24–2۰2۳)  های فلسطین/اسرائیلنزاع

 خارجی و داخلی هایشبکه شد؛ منتشر جديد رخدادهای عنوانبه قديمی وقايع «دهندهبازنشان»های لیپک

 ,AP) را ترويج کردند که گاه هدف آن افزايش خشم و گیجی بین بینندگان خارجی يا محلی بود محتوايی

AP News. Oct 2023) 
 اعتبار کردن طرف های ساختگی برای بیسازی موازی، جعل اسناد و تولید فیلمروايت :سوريه و لیبی

   ,DemTech. )2020(DemTechمقابل و ترويج مشروعیتِ يک جريان مشخص رواج داشته است

 کارزارهای  :های وابسته(های منطقه يا گروهدولتی )مثلاً توسط برخی دولتعملیات دولتی و شبه

 خارج در مخالفان يا اپوزيسیون علیه هدفمند یمحتوا تولید و سايبری،های رسمی، حمله ترويج ديدگاه

   ,uncilAtlantic Co. )2022(Atlantic Councilاست شده مشاهده کشور

 و سرکوب اطلاعات« احتمالِ دروغ»فضای : هاپیچیدگی. ۳

اند که قوانینی وضع کرده« امنیت ملی»يا « اخبار جعلی»ها با توجیه مبارزه با در برخی کشورها، دولت

کار رود؛ اين امر فضای انگاری گزارشگری نیز بههای مستقل و جرمتواند برای سرکوب رسانهزمان میهم

  ,Arts  American Academy of. )2025(Jonesکندمی پیچیده را نادرست اطلاعات با ایحرفهمقابله تشخیص و 

and Science 

 های بومی مقابلهها و ظرفیتواکنش. 4

های غیردولتی درون و بیرون منطقه با کارهای و سازمان OSINT گرانای مستقل، تحلیلنهادهای رسانه

های غلط را خنثی کنند؛ اما اند تا روايتالمللی تلاش کردهسازی بینسنجی و شبکهمنظمِ صحت

تر مانع گسترده های بسته(API مثلاً) هاارهای سیاسی و دسترسی نابرابر به دادههای قانونی، فشمحدوديت

  (DemTech; AMACAD analyses)  هاستشدن اين تلاش

 های کلیدی از خاورمیانهدرس. ۵

 ای و فراملی است؛ برخورد های محلی، منطقهعملیات اطلاعاتی در خاورمیانه غالباً ترکیبی از تاکتیک

 ای است؛ای، فناورانه( و حفاظت از آزادی رسانهای )حقوقی، رسانهرشتهزمند رويکردی میانبا آن نیا

 عنوان خط مقدمِ مقاومت در برابر دستکاری ای و تقويت سواد ديجیتال شهروندان بهآموزش رسانه

 . اطلاعات اهمیت دارد

 هامحدودیت و هایتوانمند :نقش هوش مصنوعی در شناسایی، مقابله و پیشگیری. 2-2-4-3

https://apnews.com/article/e58f9ab8696309305c3ea2bfb269258e?utm_source=chatgpt.com
https://demtech.oii.ox.ac.uk/wp-content/uploads/sites/12/2021/01/CyberTroop-Report-2020-v.2.pdf?utm_source=chatgpt.com
https://www.atlanticcouncil.org/wp-content/uploads/2022/11/The-Cyber-Strategy-and-Operations-of-Hamas.pdf?utm_source=chatgpt.com
https://www.amacad.org/daedalus/lessons-digital-coalface-post-truth-age-researching-middle-east-amid-authenticity-vacuums?utm_source=chatgpt.com
https://www.amacad.org/daedalus/lessons-digital-coalface-post-truth-age-researching-middle-east-amid-authenticity-vacuums?utm_source=chatgpt.com
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 تواند بکند(ها )چه میتوانمندی. 1

 توانند الگوهای غیرعادی در انتشار )سرعت های يادگیری ماشین میالگوريتم :شناسايی الگوهای انتشار

 ,.Shu et al) های رباتی را شناسايی نمايندهای هماهنگ، شباهت زبانی( را کشف کنند و شبکهبالا، خوشه

2020). 
 ابزارهای تشخیص دستکاری تصوير/ويدئو :ایدشکافی محتوای چندرسانهکالب (deepfake detectors)  و

 .(Floridi, 2018) تر شناسايی کنندکنند محتوای جعلی را فنیهای فراتر از متن کمک میتحلیل

 سنجی سريعپشتیبانی صحت(verification): ترکیب OSINT زمانی با پردازش تصوير، متاديتا و تحلیل 

  .(Time, 2022) ها در زمان کوتاهی اعتبارسنجی شوندتواند کمک کند تا گزارشمکانی می /

 کار رود(تواند يا بايد با احتیاط بهها و مخاطرات )چه نمیمحدوديت. 2

 ای )مثلاً ها و کنايات منطقههای محلی، لهجهها در مواجهه با زبانمدل :محورخطای زبانی و زمینه

 داشته وجود بومی آموزشیتری دارند مگر اينکه داده ای( اغلب دقت پايینهای عربی يا فارسی محاورههلهج

  ) ,2025DemTech; Jones( .است برجسته خصوصاً خاورمیانه در نکته اين. باشد

 يا برخی محتواها ممکن است صرفاً طنز  :باراشکال در تعیین نیت و تمايز بین طنز/هنر و تبلیغ زيان

شده دشوار است و ريسک سانسور اشتباه وجود آزمايش هنری باشند؛ جداکردن اين موارد از عملیات هدايت

 .دارد

  الگوريتمیمبارزه(adversarial attacks): های جديدی برای تولیدکنندگان محتوای جعلی دائماً روش

 .سازدکه تشخیص را سخت می دهند )مثلاً تغییر اندکی در ويدئو يا زبان(ها توسعه میفريب مدل

 هایهمان فناوری :قابلیت سوءاستفاده از همان ابزارها AI روند، کار میپراکنی بهکه برای کشف جعلی

ای بین تشخیص و استفاده شوند؛ بنابراين مسابقه پیشرفته()  ترکنندهتوانند برای تولید محتوای قانعمی

 . (Floridi, 2018) تولید برقرار است

 بوده؟ مؤثر چیزی چه: عملیتجربه . ۳

 های مؤثر معمولاً از ترکیب تشخیص خودکارِ سامانه :ترکیب فناوری و نیروی انسانی AI  و بررسی

 .کنند تا خطاها کاهش يابداستفاده می (human-in-the-loop) انسانی

 های ای حذف شبکهها بردهی و اقدامات مشترک پلتفرمگزارش :ها و نهادهاهمکاری بین پلتفرم

 Meta) زا استها همچنان چالشاند، اگرچه تداوم و شناسايی ريشهمؤثر بوده (take-downs) شدههماهنگ

+1The Guardian. actions; Reuters) 

 گیری کاربردینتیجه :های سیاستی و عملیتوصیه. 2-2-4-4

عملیات اطلاعاتی اغلب فرامرز است؛  :(cross-border)های نظارت شفاف و فرامرزايجاد مکانیسم. 1

  ) ,.2023Geissler et al( .ضروری است المللی برای ردگیری منابع و مسئولان آنهمکاری بین

افزايش مقاومت فرهنگی و شناختی شهروندان در  :ای و آموزش عمومیگذاری بر سواد رسانهسرمايه. 2

  ترين و مؤثرترين اقدامات بلندمدت استهزينههای جعلی يکی از کمبرابر روايت

های غیراستاندارد، بايد ر مناطق با زبانبرای خاورمیانه و ساي :محورداده و بومی هایمدلتوسعه . ۳

 . تر شودتر و دقیقها واقعیهای آموزشی محلی توسعه يابند تا تشخیصمدل

های حذف/تعلیق بايد شفاف، قابل بررسی و مبتنی بر سیاست :هامعیارهای شفاف برای اقدام پلتفرم -4

https://www.theguardian.com/technology/2022/feb/28/facebook-takes-down-disinformation-network-targeting-ukraine-meta-instagram?utm_source=chatgpt.com
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 Meta takedowns; European) جلوگیری شود قواعد حقوقی باشند تا از سوءاستفاده سیاسی يا سانسور نابجا

+1The Guardian. responses) 
مقابله با عملیات اطلاعاتی نبايد به سرکوب آزادی بیان منجر  :میان امنیت و آزادی حفظ تعادل -۵

 .های حقوق بشری و امکان تجديدنظر مستقل بايد همواره وجود داشته باشدشود؛ لذا چارچوب

 های جهانی در دیپلماسینقش پلتفرم. 2-3

ابزارهای قدرتمند ديپلماسی ظاهر  عنوانهای اجتماعی بههای جهانی شبکهدر عصر ديجیتال، پلتفرم

های رسمی خود را با دهند پیامالمللی امکان میهای بینها و سازمانها نه تنها به دولتاين رسانه. اندشده

های پیچیده، تحلیل افکار گیری ديالوگسرعت نور به مخاطبان جهانی منتقل کنند، بلکه بستری برای شکل

ها و مزايای خاص خود را دارد و تأثیرات آن بر هر پلتفرم ويژگی. کننداد میها ايجعمومی و مديريت بحران

 .سیاست جهانی از نظر محتوا، زمان و جمعیت هدف متفاوت است

خاطر تويیتر به. تاکتويیتر، اينستاگرام و تیک: گیرنددر اين فصل، سه پلتفرم اصلی مورد بررسی قرار می

رسانی فوری و ای در اطلاعای، توانايی ويژهه آن در ديپلماسی لحظهها و نقش برجستسرعت انتقال پیام

های های بصری، امکان انتقال پیاماينستاگرام با محوريت تصوير و روايت. دهی افکار عمومی داردشکل

های تصويری سیاست دهی روايتکند و برای شکلفرهنگی و سیاسی را با قدرتی فراتر از متن فراهم می

 های پويا، فرصتی برای نفوذ در افکار نسلويژه در میان نسل جوان و شبکهتاک، بهتیک. میت داردجهانی اه

Z و پرورش ديپلماسی نسلی نوين فراهم آورده است. 

ای احساسات، داده، امکان رصد لحظههای هوش مصنوعی و کلانهای جهانی، به کمک الگوريتمپلتفرم

توانند همزمان، اين ابزارها می. کنندوندهای سیاسی را فراهم میبینی رهای خبری و پیشتحلیل موج

از . های سیاسی قطبیانتشار اخبار جعلی، دستکاری اطلاعات و ايجاد جبهه: تهديدهايی نیز ايجاد کنند

المللی و درک ابعاد فنی و انسانی های بینرو، تحلیل دقیق عملکرد هر پلتفرم، مطالعه موردی از تجربهاين

 .گذاران حیاتی استبرای سیاستآن 

تخیلی از کاربردهای آن -های واقعی و علمیصورت جداگانه بررسی شده و نمونهدر ادامه، هر پلتفرم به

هدف اين فصل، نه . ای و مديريت افکار عمومی ارائه خواهد شدهای منطقهای، بحراندر مذاکرات هسته

های اجتماعی در ای فهم اثرگذاری هوشمندانه و اخلاقی شبکهصرفاً تشريح ابزارها، بلکه ارائه چارچوبی بر

 .ديپلماسی و سیاست جهانی است

 ( Twiplomacy) ایتوییتر و دیپلماسی لحظه .2-3-1

ای، بستری منحصر به فرد برای ديپلماسی مدرن فراهم کرده های کوتاه و لحظهتويیتر با ماهیت پیام

های رسمی، دهد تا پیامالمللی اجازه میهای بینران سیاسی و سازمانها، رهباين پلتفرم، به ديپلمات. است

سرعت انتشار . های سیاسی خود را بدون واسطه به مخاطبان جهانی منتقل کنندرسانی بحران و بیانیهاطلاع

شود که هر رويداد سیاسی يا بحران در کمتر از چند دقیقه توجه جهانی را جلب پیام در تويیتر، باعث می

 .(Bjola & Holmes, 2015) ها شکل گیردها و رسانههای آنی دولتو در نتیجه واکنش

 های منحصر به فرد تويیتر برای ديپلماسیالف( ويژگی

https://www.theguardian.com/technology/2022/feb/28/facebook-takes-down-disinformation-network-targeting-ukraine-meta-instagram?utm_source=chatgpt.com
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. کندهای فشرده میتويیتر به دلیل محدوديت کاراکتر، کاربران را مجبور به انتخاب واژگان دقیق و پیام

پلماتیک کوتاه و مستقیم باشد، اما همزمان نیازمند هوش مصنوعی شود که محتوای دياين ويژگی موجب می

های توانند موجهای يادگیری ماشین میالگوريتم. برای تحلیل لحن، زمینه و میزان تاثیرگذاری پیام است

دهی را شناسايی کنند و نقش مهمی در شکل (influencers) های پرطرفدار و کاربران کلیدیخبری، هشتگ

 .می ايفا نمايندافکار عمو

 ای و مديريت بحرانب( ديپلماسی لحظه

توانند هشدارهای ها میدولت. کندرسانی فوری را فراهم میدر شرايط بحران، تويیتر امکان اطلاع

ها با هوش مصنوعی، تحلیل پیام. های ضد شايعه را بلافاصله منتشر کنندهای رسمی يا پیامامنیتی، بیانیه

گیرندگان کمک ای را شناسايی کرده و به تصمیمهای منطقهنفوذ کاربران و واکنش میزان تاثیرگذاری،

 .(Harris et al., 2019: 87) های متقابل طراحی کنندکند تا استراتژیمی

 تخیلی-پ( مطالعه موردی علمی

در يک سناريوی فرضی، بحران جهانی ناشی از سقوط ناگهانی يک ماهواره اطلاعاتی موجب نگرانی 

های تويیتری رسمی خود، رهبران جهانی با استفاده از حساب. مومی و قطع ارتباطات مهم شده استع

ای، های تحلیل احساسات لحظهالگوريتم. کنندهای هماهنگ برای مديريت افکار عمومی منتشر میپیام

عات و اطلاعات غلط های فوری برای مقابله با شايواکنش کاربران را در سراسر جهان پردازش کرده و توصیه

گیری عنوان ابزار تصمیمرسانی بلکه بهدر اين سناريو، تويیتر نه تنها به عنوان ابزار اطلاع. دهندارائه می

 .کندکلان ديپلماتیک عمل می

 هاها و محدوديتت( چالش

های ربات. اشدتواند بستر انتشار اخبار جعلی، پروپاگاندا و نفوذ خارجی نیز ببا وجود مزايا، تويیتر می

توانند محتوای سیاسی را دستکاری کنند، های خودکار میشده و کمپینهای هماهنگمجازی، حساب

. های اخلاقی انجام شودها با هوش مصنوعی بايد همراه با نظارت انسانی و چارچوببنابراين تحلیل داده

سازی بیش از حد مطالب و اعث سادهها ممکن است بعلاوه بر اين، محدوديت کاراکتر و ماهیت سريع پیام

 .(Bjola & Holmes, 2015: 118) تفسیر نادرست شود

 بندیجمع

ها و انتشار دهی افکار عمومی، مديريت بحرانای، قابلیت شکلتويیتر به عنوان يک ابزار ديپلماسی لحظه

ل هوش مصنوعی، رعايت اما استفاده بهینه از آن مستلزم تلفیق تحلی. های سیاست جهانی را داراستپیام

در دنیای پیچیده سیاسی امروز، تويیتر ابزاری قدرتمند . های فناوری استاصول اخلاقی و توجه به محدوديت

گیری سريع و ای، امکان تصمیمهای لحظهگیری از دادهها است که با بهرهگذاران و ديپلماتبرای سیاست

 .کندمؤثر را فراهم می

 درت تصویر در سیاست جهانیاینستاگرام و ق -2-3-2

دهی ادراک عمومی فرد برای شکلاينستاگرام، با محوريت محتوای تصويری و ويدئويی، بستری منحصربه

های کوتاه و فوری تمرکز دارد، برخلاف تويیتر که بیشتر بر پیام. و ديپلماسی بصری فراهم کرده است

يری از اقدامات سیاسی و نمايش چهره انسانی رهبران های بصری، ارائه تصواينستاگرام امکان روايت داستان
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 .(Papacharissi, 2015: 74) کندها را فراهم میو سازمان

 های بصری و تأثیرگذاری در سیاستالف( ويژگی

يک تصوير . های پیچیده را به صورت فوری دارندتصاوير و ويدئوها قدرت انتقال احساسات و پیام

ها و اقدامات یاسی را با شدت بیشتری منتقل کند و يا اعتراضات اجتماعی، بحرانتواند پیام يک بیانیه سمی

توانند تحلیل کنند که چه نوع تصاوير های هوش مصنوعی میالگوريتم. بشر دوستانه را برجسته نمايد

 Khan) کنند و پیام را به شکل هدفمند و استراتژيک انتشار دهندبیشترين واکنش را در مخاطبان ايجاد می

et al., 2020: 45). 

 ب( ديپلماسی بصری و ايجاد روايت جهانی

توانند با انتشار تصاوير و ويدئوهای کوتاه، روايت خود از رخدادها را شکل دهند ها میرهبران و سازمان

هوش مصنوعی با شناسايی روندهای بصری، . و تلاش کنند که افکار عمومی را تحت تأثیر قرار دهند

ها اين تحلیل. کندهای تصويری را فراهم میاکنش کاربران، امکان سنجش اثربخشی کمپینها و وهشتگ

 .المللی، مورد استفاده قرار گیرندهای کلان، از مديريت بحران تا مذاکرات بینگیریتوانند در تصمیممی

 تخیلی-پ( سناريوی علمی

اينستاگرام برای انتشار تصاوير  ها ازای از رهبران و سازماندر يک بحران فرضی جهانی، شبکه

ها پست تصويری را گر، میلیونهای تحلیلربات. کنندهای امیدبخش استفاده میهشداردهنده و پیام

. دهندگیرندگان ارائه میکنند و محتوای پرطرفدار و تأثیرگذار را شناسايی کرده و به تصمیمپردازش می

کند، بدون رل شايعات و ايجاد امید در جامعه جهانی را فراهم میرسانی، کنتاين فرآيند، تعادل میان اطلاع

 .آنکه به هیچ شخصیت يا نهاد خاصی اشاره شود

 هاها و محدوديتت( چالش

تصاوير و . تواند ابزار دستکاری افکار عمومی نیز باشدبا وجود قدرت بالای تصاوير، اينستاگرام می

توانند برداشت غلط ايجاد دار و محتوای تبلیغاتی میهتهای بصری جشده، کمپینويدئوهای دستکاری

همچنین تمرکز بر ظاهر و زيبايی بصری ممکن است پیام اصلی را تحت تأثیر قرار دهد و نیازمند . کنند

 .(Papacharissi, 2015: 81) تحلیل دقیق هوش مصنوعی و کنترل انسانی است
 

تواند روايت سیاسی و اجتماعی جهانی را شکل دهد و میاينستاگرام، با قدرت تصوير و ويدئو، بنابراين 

استفاده صحیح از اين ابزار نیازمند ترکیب هوش مصنوعی، تحلیل . نقش مهمی در ديپلماسی مدرن ايفا کند

محور به ها به صورت مؤثر، انسانی و عدالتهای بصری، اصول اخلاقی و مديريت اطلاعات است تا پیامداده

 .دمخاطبان منتقل شو

 Z تاک و دیپلماسی نسلتیک -2-3-3

ای مبتنی بر ويدئوهای کوتاه و جذاب، بستر نوينی برای تعامل نسل جوان با سیاست تاک، شبکهتیک

ها به ها و ارزشفرمت کوتاه و قابلیت انتشار سريع، امکان انتقال پیام با که و ديپلماسی ايجاد کرده است

 .(Montag et al., 2021: 112) های سنتی توجه دارندبه رسانهکند که کمتر مخاطبانی را فراهم می

 و الگوی مصرف محتوای ديجیتال Z های نسلالف( ويژگی
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آنها در . کننده و خلاقانه دريافت کندتمايل دارد اطلاعات را در قالب ويدئوهای کوتاه، سرگرم Z نسل

بنابراين، . نی به متن طولانی را ندارندجستجوی محتواهای بصری و داستانی هستند و توانايی توجه طولا

 Seemiller) های تصويری و ويدئويی، جذاب و گیرا استديپلماسی مؤثر در اين نسل نیازمند استفاده از پیام

& Grace, 2016: 87). 
 ب( هوش مصنوعی و تحلیل رفتار کاربران

ات محتوايی و تعاملات قبلی، تاک، بر اساس رفتار کاربران، ترجیحهای هوش مصنوعی در تیکالگوريتم

های دهد که پیاماين فرآيند امکان می. کنندبندی میمحتوای مرتبط و جذاب را شناسايی و اولويت

های هدف برسد و بیشترين اثرگذاری را داشته های بحران، به سرعت به گروهرسانیديپلماتیک يا اطلاع

های تغییر در نگرش اجتماعی، تمايلات سیاسی يا د نشانهتواناز سوی ديگر، تحلیل رفتار کاربران می. باشد

 .(Montag et al., 2021: 118) بینی کندها را پیشواکنش به بحران

 تخیلی-پ( سناريوی علمی

های امیدبخش و تاک برای انتشار پیامهای تیکهای هوشمند از الگوريتمدر يک داستان فرضی، ربات

ها ويدئو را در زمان واقعی پردازش کنند و محتواهايی توانند میلیونها میآن. کنندمحور استفاده میعدالت

اين اقدام، مردم را به همکاری . که بیشترين تأثیر روانی و انگیزشی دارند، در سطح جهانی منتشر کنند

صی کند، بدون آنکه به هیچ فرد يا نهاد خاجمعی، مبارزه با فساد و تلاش برای عدالت اجتماعی ترغیب می

 .اشاره شود

 هاها و محدوديتت( چالش

کننده ممکن است تاک در جذب نسل جوان، انتشار محتواهای کوتاه و سرگرمبا وجود قدرت بالای تیک

توانند سوگیری های هوش مصنوعی نیز میالگوريتم. پیام اصلی را سطحی جلوه دهد يا دستکاری شود

بنابراين، مديريت انسانی، کنترل اخلاقی و . را تقويت کنند هاداشته باشند يا محتواهای نادرست و شايعه

 .(Seemiller & Grace, 2016: 92) ها ضروری استنظارت دقیق بر الگوريتم

های نظیری برای ديپلماسی مدرن و انتقال پیام، فرصت بیZ تاک با توانايی نفوذ در نسلتیکبنابراين 

های دقیق و گیری از هوش مصنوعی، تحلیل دادهبهره. تمحور، علمی و فرهنگی فراهم کرده اسعدالت

رسانی و ايجاد امید و مشارکت تواند اين پلتفرم را به ابزار مؤثری برای تعامل جهانی، اطلاعکنترل انسانی می

 .اجتماعی تبديل کند

 ایهای منطقهای و بحرانهای اجتماعی در مذاکرات هستهنقش شبکه: مطالعه موردی -2-3-4

تاک، در دهه گذشته به ابزاری حیاتی در فرآيند های اجتماعی، به ويژه تويیتر، اينستاگرام و تیککهشب

ها ها امکان انتشار فوری اخبار، تحلیلاين پلتفرم. اندای تبديل شدههای منطقهديپلماسی و مديريت بحران

 ها تأثیر بگذارندگذاریو سیاستتوانند بر روند مذاکرات کنند و میهای عمومی را فراهم میو واکنش

(Howard et al., 2011: 45). 

 ایالف( ديپلماسی ديجیتال و شفافیت لحظه

های دقیق ها و تحلیلای، انتشار اخبار رسمی، اطلاعیههای منطقهای و بحراندر مذاکرات حساس هسته

ار عمومی در جريان تحولات دهد که افکشود و اجازه میهای اجتماعی موجب ايجاد شفافیت میدر شبکه

دهد اين شفافیت، فشار اجتماعی برای تصمیمات عادلانه و مبتنی بر مصالح جمعی را افزايش می. قرار گیرد
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 .(Bjola & Holmes, 2015: 112) کندهای جهانی را فراهم میو امکان رصد واکنش

 وگوهای اجتماعیب( هوش مصنوعی و پايش گفت

ها را تحلیل کنند، موضوعات توانند محتوای منتشرشده در شبکهی میهای هوش مصنوعالگوريتم

ها اين ابزارها به ديپلمات. های خبری مرتبط با مذاکرات را شناسايی کنندهای عمومی و موجبحرانی، نگرانی

رقرار المللی ارتباط بدهند تا به شکل بهینه و هدفمند با مخاطبان داخلی و بینگیرندگان اجازه میو تصمیم

 .(Zeng et al., 2020: 76) ها اتخاذ نمايندکنند و اقدامات پیشگیرانه در مواجهه با بحران

 تخیلی-پ( سناريوی علمی

های اجتماعی، رفتار و واکنش های شبکههای هوشمند با تحلیل دادهدر يک سناريوی داستانی، ربات

محور و هايی با محتوای عدالتها پیامرباتاين . کنندبینی میمردم در کشورها و مناطق مختلف را پیش

. کنند تا مردم را نسبت به همکاری جمعی و تغییر مسیر اجتماعی تشويق کنندآمیز منتشر میصلح

بخش به مخاطبان برسد و هیچ ها با تأثیر روانی مثبت و انگیزهاند که پیامای طراحی شدهها به گونهالگوريتم

 .یم قرار نگیردفرد يا گروه خاصی هدف مستق

 ت( نتايج و پیامدها

 افزايش مشارکت عمومی و آگاهی اجتماعی در موضوعات بحرانی 

 کاهش اثر اخبار جعلی و شايعات با انتشار اطلاعات دقیق و علمی 

 ها به شفافیت و پاسخگويی به افکار عمومیتشويق دولت 

 ور در سطح جهانیمحهای جديد برای ديپلماسی انسانی و عدالتايجاد فرصت (Howard et al., 2011: 

53; Bjola & Holmes, 2015: 118) 

های اجتماعی، در ترکیب با هوش مصنوعی و مديريت دهد که شبکهمطالعه موردی نشان میبنابراين 

توانند نقش مؤثری در تسهیل مذاکرات حساس، افزايش شفافیت و هدايت افکار عمومی به اخلاقی، می

ها استفاده درست از اين ابزارها، امکان پیشگیری از بحران. آمیز داشته باشندای عادلانه و صلحهحلسمت راه

 .کندو ايجاد بستر مناسب برای ديپلماسی جهانی را فراهم می

 های اجتماعی هوشمند و آینده نظم جهانیشبکه. 2-4
اعی ديگر صرفاً اجتم هایهشبک که است داده نشان اطلاعات فناوری عرصه در اخیرتحولات چند دهه 

دهی به افکار عمومی، بسیج ابزارهای ارتباطی يا سرگرمی نیستند، بلکه به بسترهايی کلیدی برای شکل

به اين فضا،  هوش مصنوعیورود . انداجتماعی و حتی تغییر ساختارهای سیاسی و اقتصادی تبديل شده

ها نه تنها انتشار محتوا را مديريت در آن الگوريتمای که ای نوين از تحول را رقم زده است؛ مرحلهمرحله

های سیاسی، و حتی تأثیرگذاری مستقیم دهی به روايتهای خبری، شکلکنند، بلکه در تعیین اولويتمی

 .(Floridi, 2020: 118) کنندبر فرآيندهای ديپلماتیک و امنیتی نقش ايفا می

های شبکه. اندهای جدی مواجه شدهت ملی با چالشدر اين بستر، مفاهیم سنتی قدرت، امنیت و حاکمی

ها، شناسايی الگوهای رفتاری و هدايت روانی کاربران، توانايی دادهاجتماعی هوشمند، از طريق تحلیل کلان

در نتیجه، . (Taddeo & Floridi, 2018: 753) های سیاسی را دارندتغییر جهت تصمیمات جمعی و حتی انتخاب
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هستند که « هوشمند»هايی مواجه هستیم، صرفاً ابزارهای ديجیتال نیستند، بلکه شبکه آنچه امروز با آن

 .شوندمی ظاهر المللبین روابط و سیاستعنوان کنشگرانی جديد در عرصه ها، بهدر کنار انسان

از يک سو، ابزارهای نوينی برای . ای برای نظم جهانی آينده دارداين دگرگونی، پیامدهای گسترده

های اطلاعاتی، شود؛ از سوی ديگر، خطرات جدی همچون جنگکاری، صلح و توسعه جهانی فراهم میهم

 اجتماعی هایشبکه»بنابراين، مطالعه . کننددستکاری انتخاباتی و فروپاشی اعتماد اجتماعی نیز بروز می

الملل و بین حقوق ل،الملبین سیاست حوزه در بنیادين موضوعی بلکه فناورانه، بحث يک تنها نه «هوشمند

 .(Castells, 2021: 64) شودمطالعات امنیتی محسوب می

 :گیرددر اين بخش، سه محور اساسی مورد بررسی قرار می

 گیریتصمیم حوزه به هاالگوريتم ورودگیری ماشینی؛ يعنی نحوه ديپلماسی الگوريتمی و تصمیم. 1

 .ديپلماتیک و سیاسی

ای را با های اجتماعی هوشمند، که قدرت سنتی فرهنگی و رسانهشبکه بازتعريف قدرت نرم در عصر. 2

 .آمیزدابزارهای مبتنی بر هوش مصنوعی درهم می

 بلکه منازعات،دهنده های اجتماعی نه تنها بازتابها و شبکهآينده صلح و جنگ در جهانی که رسانه. ۳

 .انددهتبديل ش سازیصلح سازوکارهای و نبرد میدان از بخشی به خود

دانست  عاملان اصلی نظم جهانی آیندهتوان يکی از های اجتماعی هوشمند را میبدين ترتیب، شبکه

 مورد بايد فرهنگی و امنیتی اقتصادی، حقوقی، هایحوزه در بلکه ارتباطات،ها نه تنها در عرصه که نقش آن

 .گیرد قرار توجه

 گیری ماشینیدیپلماسی الگوریتمی و تصمیم. 2-4-1

 الف( تعريف و چیستی ديپلماسی الگوريتمی

های الگوريتممفهومی نوظهور است که به استفاده از  (Algorithmic Diplomacy) ديپلماسی الگوريتمی

در اين نوع . گیری سیاسی اشاره داردو تصمیم ها در فرآيندهای ديپلماتیکدادههوش مصنوعی و کلان

المللی به کمک ها، و تعاملات بینهای اجتماعی، رسانههای عظیم حاصل از شبکهديپلماسی، داده

های شوند تا الگوهای رفتاری، تمايلات افکار عمومی و واکنشهای يادگیری ماشین تحلیل میالگوريتم

 .(Bjola & Holmes, 2015: 93) بینی گرددها پیشاحتمالی دولت

تدريج بود، ديپلماسی الگوريتمی به هاانم میان انسمستقیمذاکره برخلاف ديپلماسی سنتی که متکی بر 

ب تغییر سباين موضوع . کندها واگذار میها و حتی پیشنهادهای سیاستی را به الگوريتمبخشی از تحلیل

 و حتی ماشین–روابط انسانجای روابط صرفاً انسانی، شاهد الملل شده است؛ چراکه بهدر ماهیت روابط بین
 .(Taddeo & Floridi, 2018: 757) یری کلان هستیمگدر سطوح تصمیم ماشین–ماشین

 المللیگذاری بینها در سیاستب( نقش داده و الگوريتم

 :نمونه عنوانبه. انديافته حیاتی اهمیت ديپلماسیها در عرصه دادهکلان

 ويیتر و ها پیام در تتوانند با تحلیل میلیونهای امور خارجه میوزارتخانه :پايش افکار عمومی جهانی

 .فیسبوک، نگرش عمومی به يک سیاست خارجی را بسنجند

 کمبود درباره گفتگو افزايش مانند) بحران يکهای اولیه ها قادرند نشانهالگوريتم :هابینی بحرانپیش 
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 .(Chollet, 2019: 44) دهند ارائه دستانهپیش هشدارهای و کرده شناسايی را( محلی اعتراضات يا غذا

  توانند واکنش احتمالی طرف های الگوريتمی میسازیتحلیل احساسات و شبیه :المللیبینمذاکرات

 .(Holmes, 2020: 121) بینی کنند و راهبردهای مذاکره را بهینه سازندمقابل در مذاکرات را پیش

 هستند که شدن به مشاوران ديپلماتیکها در حال تبديلالگوريتمدهند که اين کاربردها نشان می

 .ها را ارتقا دهندگیریتوانند کیفیت تصمیممی

 های ديپلماسی الگوريتمیپ( مزايا و فرصت

 پردازش را پیچیدهها داده توانند در زمان کوتاه میلیونها میالگوريتم :هاافزايش دقت و سرعت تحلیل. 1

 .کنند آشکار را پنهان الگوهای و کرده

ها و افزايش های شخصی ديپلماتها و برداشتتکا به حدسکاهش ا :گیری مبتنی بر شواهدتصمیم. 2

 .(Miller, 2021: 210) های واقعیاستفاده از داده

 .شوندهای فردی يا فشارهای روانی میها کمتر دچار سوگیریماشین :کاهش خطای انسانی. ۳

کاوی و با دادهتوانند ها، کشورها میجای واکنش به بحرانبه :(Proactive)نگرديپلماسی پیش. 4

 .دستانه طراحی کنندسازی آينده، اقدامات پیشمدل

 ها و تهديدهات( چالش

 :اما اين شکل نوين ديپلماسی با تهديدها و مخاطراتی همراه است

 های الگوريتم نیز های آموزشی دارای سوگیری باشند، خروجیاگر داده :سوگیری الگوريتمی

 .(Crawford, 2021: 77) کننده خواهد بودگمراه

 بر نیست مشخص و هستند «سیاهجعبه »های الگوريتمی گاهی مانند تصمیم :شفافیت و پاسخگويی 

 .اندشده اتخاذ اساسی چه

 تواند استقلال های خارجی میها و الگوريتموابستگی بیش از حد به پلتفرم :تهديد حاکمیت ملی

 .گیری کشورها را به خطر اندازدتصمیم

 ها يا دستکاری اطلاعات افکار عمومی، های کاربران بدون رضايت آناستفاده از داده :خلاقیمسائل ا

 .(Floridi, 2020: 130) کندای ايجاد میمسائل حقوقی و اخلاقی گسترده

 انداز آينده ديپلماسی ماشینیث( چشم

مذاکرات »وند و حتی ش کنندههای مذاکرهها بخشی از تیمالگوريتمشود که در آينده، بینی میپیش

ديپلماسی »برخی پژوهشگران از مفهوم . های کشورهای مختلف شکل گیردمیان الگوريتم« ماشینی

طور مستقیم با همديگر تبادل داده و ها بهافزارها و رباتگويند؛ وضعیتی که در آن نرمسخن می« رباتیک

 .(Holmes, 2020: 128) کنندمذاکره می

بیابد؛ زيرا هرچند  های الگوريتمی با قضاوت انسانیترکیب ظرفیتراهی برای  با اين حال، بشر بايد

های فرهنگی، اخلاقی و انسانی روابط ترند، اما هنوز فاقد درک عمیق از زمینهها در پردازش داده قویماشین

 .+ ماشینانسان : خواهد بود مدلی ترکیبی زياد احتمالبه ديپلماسیبنابراين آينده . الملل هستندبین

 کشورهايی. است ظهور حال در واقعیتی بلکه تخیلی،–ديپلماسی الگوريتمی نه يک خیال علمیبنابراين 
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 المللبین روابط آينده در دهند، توسعه خارجی سیاست حوزه در امن و بومی هایالگوريتم بتوانند زودتر که

های ناشی از سوگیری يا سوءاستفاده از ، برای جلوگیری از بحرانحال عین در. داشت خواهند را بالا دست

 .ضروری است المللیهای حقوقی و اخلاقی بینچارچوبها، تدوين الگوريتم

 های هوشمندبازتعریف قدرت نرم در عصر شبکه. 2-4-2

مطرح شد و به توانايی  (Nye, 1990) نخستین بار توسط جوزف نای (Soft Power) مفهوم قدرت نرم

در دوران . ها و مشروعیت سیاسی اشاره داشتهای فرهنگی، ارزشم از طريق جذابیتتأثیرگذاری غیرمستقی

های جمعی، ديپلماسی فرهنگی، سنتی و حتی پیش از ظهور اينترنت، منابع قدرت نرم بیشتر در قالب رسانه

یتال و های ديجاما با گسترش فناوری. شدالمللی تعريف میهای بینآفرينی سازمانمبادلات علمی و نقش

های اجتماعی هوشمند مبتنی بر هوش مصنوعی، اين مفهوم با تغییرات بنیادينی مواجه شده ويژه شبکهبه

اند که ای بدل شدههای پیچیدههای اجتماعی تنها ابزار ارتباطی نیستند، بلکه به محیطامروزه شبکه .است

ها و ن محتوا، میزان اثرگذاری پیامشدهای يادگیری ماشین و هوش مصنوعی مسیر ديدهدر آن الگوريتم

اين امر موجب شده است که قدرت نرم . (Tufekci, 2015) کنندوگو را تعیین میهای گفتحتی چارچوب

ديگر صرفاً وابسته به منابع سنتی مشروعیت يا جذابیت فرهنگی نباشد، بلکه در گرو توانايی کشورها، 

 .های هوشمند جهانی قرار گیردت، هدايت و اثرگذاری بر شبکهها و حتی بازيگران غیردولتی در مديريدولت

 تغییر مرجعیت و تولید معنا. 1

های اما شبکه. ها کنترل بیشتری داشتندای بر توزيع پیامهای سیاسی و رسانهدر گذشته، مرجعیت

، امکان ها و بازتولید الگوريتمی محتواسازی پیاماجتماعی مبتنی بر هوش مصنوعی با قابلیت شخصی

شدن قدرت نرم در اين تغییر به معنای توزيع. اندگیری معانی متنوع و حتی متعارض را فراهم کردهشکل

 های رباتیک استهای ديجیتال و شبکههای جديدی از بازيگران، از جمله اينفلوئنسرها، پلتفرممیان لايه

(Castells, 2009) .المللی نیازمند بازتعريف ی بیند در عرصهها برای حفظ جايگاه خودر اين شرايط، دولت

 .ابزارهای قدرت نرم خويش هستند

 محور به جای ديپلماسی فرهنگی صرفديپلماسی داده. 2

ها نقشی کلیدی در قدرت نرم دارند، اما در دنیای امروز داده و اگرچه همچنان فرهنگ و ارزش

گیری از تحلیل ها با بهرهدولت. اندتبديل شده ای از اين قدرتکنندهها به بخش مکمل و تعیینالگوريتم

های ديپلماتیک خود را متناسب با تر شناسايی کرده و پیامتوانند مخاطبان خارجی را دقیقها میدادهکلان

« محورديپلماسی داده»اين امر موجب ايجاد شکلی از . (Bjola & Jiang, 2015)ترجیحات آنان تنظیم کنند

 .ديپلماسی فرهنگی سنتی بسیار هدفمندتر و کارآمدتر است شود که نسبت بهمی

 بازتعريف مشروعیت و اعتماد عمومی. ۳

ها پژوهش. های هوشمند، مسئله اعتماد عمومی استهای اصلی قدرت نرم در عصر شبکهيکی از چالش

های نهادها و ارزشتواند اعتماد عمومی به کاری الگوريتمی میاند که انتشار اخبار جعلی و دستنشان داده

در چنین بستری، قدرت نرم نه تنها بر جذابیت فرهنگی، . (Vosoughi et al., 2018)سیاسی را تضعیف کند

بلکه بر توانايی در ايجاد شفافیت ديجیتال، مقابله با اطلاعات نادرست و ايجاد اعتماد در فضای آنلاين نیز 

 .شوداستوار می
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 هاگوريتمرقابت ژئوپلیتیکی در بستر ال. 4

ها تبديل قدرت نرم ديگر صرفاً رقابتی فرهنگی و ارزشی نیست، بلکه به میدان نبرد ژئوپلیتیکی الگوريتم

های ی پلتفرماند تا با توسعهکشورهايی مانند ايالات متحده، چین و روسیه هر يک در تلاش. شده است

يان اطلاعات را به نفع خود شکل وگو و جرهای گفتهای جهانی، چارچوببومی و يا نفوذ در شبکه

بنابراين، آينده قدرت نرم به توانايی بازيگران در کنترل و هدايت . (Bradshaw & Howard, 2019)دهند

 .های ديجیتال و هوشمند وابسته خواهد بودزيرساخت

 پیامدها برای جهان چندقطبی. ۵

. يابدنرم اهمیت دوچندانی می کند، بازتعريف قدرتشدن حرکت میدر جهانی که به سمت چندقطبی

ای را داشتند، اکنون های فرهنگی و رسانهدهی به جرياناگر در گذشته تنها چند قدرت بزرگ توانايی شکل

های هوشمند به ابزارهای قدرت نرم دست توانند با استفاده از شبکهحتی بازيگران متوسط و کوچک نیز می

المللی و ضرورت تدوين قواعد و هنجارهای مشترک در املات بینتر شدن تعاين امر موجب پیچیده. يابند

 .(Nye, 2021) شودحوزه حکمرانی ديجیتال می

ها تکیه دارد، بلکه بر بستر ها و فرهنگهای هوشمند نه تنها بر ارزشقدرت نرم در عصر شبکهبنابراين 

های هوشمند ادهايی که بتوانند از شبکهکشورها و نه. داده، الگوريتم و اعتماد ديجیتال نیز استوار شده است

ای نزديک برداری کنند، در آيندههای معتبر، مقابله با اخبار جعلی و تقويت شفافیت بهرهبرای ايجاد روايت

در اين چارچوب، هوش مصنوعی نه فقط ابزاری فناورانه، بلکه . بازيگران اصلی قدرت نرم جهانی خواهند بود

 .يد نظم نرم جهانی استبخشی حیاتی از معماری جد

 های اجتماعی مبتنی بر هوش مصنوعیآینده صلح و جنگ در سایه شبکه. 2-4-3

انداز جديدی را در روابط های اجتماعی، چشمپیشرفت سريع هوش مصنوعی و ادغام آن با شبکه

بیشتر  اگر در گذشته جنگ و صلح. الملل، امنیت جهانی و فرآيندهای صلح و جنگ ترسیم کرده استبین

ها خورد، امروز میدان اصلی تقابل به عرصه اطلاعات، روايتهای نظامی، سیاسی و اقتصادی رقم میدر میدان

های مدرن اين پديده سبب شده تا جنگ. (Singer & Brooking, 2018)های اجتماعی منتقل شده استو شبکه

های اطلاعاتی و جنگ (Cognitive Wars) های شناختیاز مرزهای جغرافیايی عبور کرده و در قالب جنگ

 .بازتعريف شوند

 عنوان میدان نبرد نوينهای اجتماعی بهشبکه. 1

های نبرد اطلاعاتی های اجتماعی که در آغاز ابزاری برای تعامل اجتماعی بودند، اکنون به صحنهشبکه

ری کاربران و هدايت محتوای های هوش مصنوعی با توانايی شناسايی الگوهای رفتاالگوريتم. اندتبديل شده

شده، امکان اثرگذاری بر ادراک عمومی، برانگیختن احساسات و حتی تحريک خشونت سیاسی سازیشخصی

در چنین شرايطی، صلح يا جنگ ديگر تنها در گرو . (Baines & O’Shaughnessy, 2014)اندرا فراهم کرده

 .ها در فضای مجازی قرار دارددهی روايتتصمیم سیاستمداران نیست، بلکه به شدت تحت تأثیر شکل

 هاسازی از دادههای شناختی و سلاحجنگ. 2

های شناختی گیری جنگهای اجتماعی، شکليکی از پیامدهای مستقیم ادغام هوش مصنوعی با شبکه
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اند ادهها نشان دپژوهش. شودها داده به سلاح و الگوريتم به ابزار جنگی بدل میهايی که در آناست؛ جنگ

توانند احساسات جمعی را به سمت های جعلی میهای مجازی و حسابيافته رباتهای سازمانکه عملیات

های نظامی اندکی دارند، ها هزينهاين نوع از جنگ. (Helmus et al., 2018)سازی و خشونت سوق دهندقطبی

اعتمادی ها گرفته تا ايجاد بیحکومت سازیثباتکنند؛ از بیاما آثار سیاسی و اجتماعی عمیقی ايجاد می

 .المللیگسترده نسبت به نهادهای بین

 های هوش مصنوعی برای صلحفرصت. ۳

های اجتماعی برای صلح ناديده های مثبت هوش مصنوعی در شبکهبا وجود تهديدها، نبايد ظرفیت

پراکنی را در مراحل اولیه رتتوانند الگوهای انتشار خشونت يا نفهای پیشرفته میالگوريتم. گرفته شود

توانند با المللی میهای بینهمچنین سازمان. (Hua, 2022)شناسايی کرده و از گسترش آن جلوگیری کنند

های کننده، مناطق مستعد بحران را زودتر شناسايی کرده و سیاستبینیهای پیشاستفاده از تحلیل

تواند به ابزاری برای ديپلماسی ، هوش مصنوعی میدر اين راستا. پیشگیرانه مؤثرتری را اعمال کنند

 .المللی بدل شودوگوهای بینپیشگیرانه و تقويت گفت

 بازتعريف امنیت ملی و نظم جهانی. 4

ديگر امنیت . اند که مفهوم امنیت ملی بازتعريف شودهای اجتماعی باعث شدههوش مصنوعی و شبکه

یست، بلکه شامل حفاظت از افکار عمومی، اعتماد اجتماعی صرفاً به معنای حفاظت از مرزهای سرزمینی ن

اين موضوع موجب شده که جنگ و صلح در قرن . (Kello, 2017)شودو اطلاعات حیاتی شهروندان نیز می

در چنین . بخشی فیزيکی و نظامی و بخشی ديگر ديجیتال و شناختی: ماهیتی ترکیبی پیدا کنند 21

ها بتوانند قواعد مشترکی برای حکمرانی هوشمند و شود که دولتمحقق میفضايی، صلح پايدار تنها زمانی 

 .ها تدوين کنندمقابله با سوءاستفاده از الگوريتم

 آينده صلح و جنگ در جهان هوشمند. ۵

« ديجیتال»و « صدابی»های آينده بیش از هر زمان ديگر دهد که جنگانداز آينده نشان میچشم

شده نه های هماهنگها و کمپینفیکاخبار جعلی، ديپ انتشار های اجتماعی،ربات استفاده از. خواهند بود

 Chesney) کننده خواهد بودای نیز تعیینهای داخلی و منطقهها، بلکه در بحرانهای میان دولتتنها در جنگ

& Citron, 2019) .پراکنی فیت، مقابله با نفرتتوانند به ابزارهايی برای ايجاد شفاها میحال، همان فناوریبا اين

مسیر آينده صلح و جنگ بستگی به نحوه استفاده کشورها، . المللی نیز بدل شوندهای بینو تقويت همکاری

 .ها داردنهادها و جوامع از اين فناوری

 : فصل دوم بندیجمع

توانند ک سو میاز ي: اندای دوگانه برای بشريت ترسیم کردههای اجتماعی آيندههوش مصنوعی و شبکه

سازی منجر شوند، و از سوی ديگر قابلیت ايجاد ثباتی و قطبیهای شناختی و اطلاعاتی، بیبه تشديد جنگ

. ها، مديريت افکار عمومی و تقويت ديپلماسی ديجیتال را دارندبینی بحرانصلح پايدار از طريق پیش

وانايی ما در حکمرانی هوشمند، اخلاقی و بیش از هر چیز به ت 21بنابراين، آينده صلح و جنگ در قرن 

 .های اجتماعی مبتنی بر هوش مصنوعی وابسته استشفاف شبکه
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 فصل سوم:
 المللیهای بیندیپلماسی دیجیتال در مدیریت بحران

 
 مقدمه:

های سنتی سیاست و ديپلماسی رخ المللی ديگر تنها در میدانهای بیندر جهان معاصر، بحران

های اجتماعی و ابزارهای هوش مصنوعی، ويژه شبکههای نوين ارتباطی، بهبا ظهور فناوری دهند؛ بلکهنمی

های اصلی عنوان يکی از جلوهديپلماسی ديجیتال به. ها گشوده شده استای تازه برای مديريت بحرانعرصه

 & Bjola) ندکهای جهانی ايفا میوفصل بحراناين تحول، نقشی روزافزون در پیشگیری، مديريت و حل

Holmes, 2015) .ها، نهادهای های ديجیتال، ارتباط میان دولتگیری از فناوریاين نوع ديپلماسی با بهره

تر و کارآمدتر را در شرايط بحرانی ها و افکار عمومی را تسهیل کرده و امکان مداخله سريعالمللی، رسانهبین

 .آوردفراهم می

. است شتاب انتشار اطلاعات و اخبارويکم، المللی در قرن بیستبین هایهای مهم بحرانيکی از ويژگی

شوند، مديريت ها و حتی شايعات در کسری از ثانیه در سراسر جهان پخش میدر شرايطی که اخبار، تحلیل

همین امر موجب . (Manor, 2019)بحران بدون در نظر گرفتن بعُد ديجیتال آن عملاً غیرممکن خواهد بود

الملل به يک ضرورت استراتژيک برای که ديپلماسی ديجیتال، از يک گزينه مکمل در روابط بینشده است 

 .های جهانی تبديل شودها و سازماندولت

المللی نشان دادند که هماهنگی میان کشورها و نهادهای بین گیری کروناهمههای بهداشتی مانند بحران

د در مديريت افکار عمومی، مقابله با شايعات و انتقال اطلاعات تواناز طريق بسترهای ديجیتال تا چه حد می

تنها امکان در اين میان، استفاده از ابزارهای ديجیتال نه. (WHO, 2020)آفرين باشدعلمی معتبر نقش

المللی های بینرسانی سريع را فراهم کرد، بلکه به بستری برای ديپلماسی چندجانبه و تقويت همکاریاطلاع

 .شدتبديل 

ديپلماسی ديجیتال المللی، ها و منازعات بینهای سیاسی و امنیتی نظیر جنگاز سوی ديگر، در بحران

سازی، جلب حمايت افکار عمومی جهانی و حتی اعمال فشار سیاسی و اقتصادی بر به ابزاری برای روايت

های شان داد که شبکهويژه نتجربه جنگ اوکراين به. (Pamment, 2020)بدل شده است های درگیرطرف

دهی کننده در بسیج افکار عمومی جهانی و شکلتوانند نقشی تعیینهای ديجیتال میاجتماعی و کمپین

 .ها ايفا کنندهای خارجی دولتسیاست

در . را در عرصه عملیات روانی و مقابله اطلاعاتی ناديده گرفت هوش مصنوعیهمچنین، نبايد نقش 

های انتشار اخبار جعلی ها و الگوريتمفیکهای مجازی، ديپی و غیردولتی از رباتشرايطی که بازيگران دولت

المللی باشد و هم فرصتی برای مقابله تواند هم تهديدی برای ثبات بینکنند، هوش مصنوعی میاستفاده می
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 .(Helmus et al., 2018) های اطلاعاتی و ايجاد شفافیت بیشترهوشمندانه با جنگ

اس، فصل سوم اين پژوهش بر آن است که به بررسی جامع نقش ديپلماسی ديجیتال در بر همین اس

نخست، مديريت : دهی شده استاين فصل در سه محور اصلی سازمان. المللی بپردازدهای بینمديريت بحران

منازعات  ها وگیری کرونا؛ دوم، نقش ديپلماسی ديجیتال در جنگهای بهداشتی با تمرکز بر نمونه همهبحران

ها هر يک از اين بخش. المللی؛ و سوم، کاربردهای هوش مصنوعی در عملیات روانی و مقابله اطلاعاتیبین

های مختلف ها و پیامدهای کاربرد ديپلماسی ديجیتال در عرصهها، چالشبا جزئیات به تحلیل ظرفیت

 .خواهد پرداخت

تنها يک ابزار ارتباطی نوين، بلکه ديجیتال نه در نهايت، اين فصل تلاش دارد نشان دهد که ديپلماسی

ويژه در الملل را بهتواند آينده روابط بینيک سازوکار بنیادين در حکمرانی جهانی است؛ سازوکاری که می

 .(Hocking et al., 2020) ها بازتعريف کندزمینه مديريت بحران

 های بهداشتی )نمونه کرونا(مدیریت بحران. 3-1
های بهداشتی ديگر صرفاً مسائلی در حوزه پزشکی و سلامت عمومی به شمار عاصر، بحراندر دنیای م

. گیرندالملل را در بر میای از سیاست، اقتصاد، فرهنگ، امنیت و روابط بینروند، بلکه ابعاد چندلايهنمی

پیچیدگی  نشان داد که جهان در عصر ديجیتال با نوعی 19-های فراگیری همچون کوويدظهور بیماری

ها، سرعت زمان با سرعت گسترش ويروسهای بهداشتی مواجه است؛ زيرا هممضاعف در مديريت بحران

ها اين موضوع، هم فرصت. يابدنیز در فضای مجازی افزايش می - چه درست و چه نادرست - انتقال اطلاعات

 .راه آورده استالمللی به همهای بینها و سازمانو هم تهديدهای جديدی را برای دولت

های بهداشتی مطرح عنوان ابزاری نوين برای مديريت بحراندر چنین شرايطی، ديپلماسی ديجیتال به

ها فراهم ها و سازمانتنها بستری برای تبادل اطلاعات رسمی میان دولتديپلماسی ديجیتال نه. شده است

های مدنی را مهیا ها و حتی گروهمی، رسانهکند، بلکه امکان ارتباط مستقیم با افکار عمومی، جامعه علمی

وضوح نشان داد که کشورها بدون استفاده از ابزارهای ديجیتال قادر به مقابله مؤثر بحران کرونا به. سازدمی

های های اطلاعاتی، کنفرانسهای اجتماعی، پلتفرموسیله شبکهها بهدولت. هايی نخواهند بودبا چنین چالش

های خود را منتقل کرده، اعتماد عمومی را تقويت های هوش مصنوعی تلاش کردند تا پیامتمآنلاين و الگوري

 .المللی را گسترش دهندهای بینکنند و همکاری

در بحران کرونا، . ترين ابعاد اين موضوع، مديريت اطلاعات و مقابله با اخبار جعلی استيکی از مهم

. های پزشکی غیرعلمیهای توطئه گرفته تا توصیهد؛ از فرضیهای در فضای مجازی منتشر ششايعات گسترده

ها برای مديريت بحران را نیز تضعیف کرد، بلکه توانايی دولتتنها سلامت عمومی را تهديد میاين وضعیت نه

های بهداشتی ها و سازمانديپلماسی ديجیتال در اينجا نقشی حیاتی ايفا کرد؛ چراکه دولت. ساختمی

توانستند با استفاده از بسترهای ديجیتال به مقابله با  (WHO) همچون سازمان جهانی بهداشت المللیبین

 .اين موج اطلاعات نادرست پرداخته و روايت رسمی خود را تقويت نمايند

کشورها با . های دوران کرونا بودترين درسالمللی ديجیتال يکی از برجستهاز سوی ديگر، همکاری بین

های بهداشتی، تجربیات درمانی، های ديجیتال به اشتراک دادههای نوين و پلتفرماوریاستفاده از فن

اين همکاری فراتر از مرزهای جغرافیايی، نوعی . دستاوردهای علمی و حتی امکانات پزشکی پرداختند
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 .ده باشدهای مشابه در آينتواند الگويی برای مديريت بحرانديپلماسی ديجیتال چندلايه ايجاد کرد که می

ويژه بحران کرونا، فرصتی های بهداشتی، بهدر نهايت، بررسی ديپلماسی ديجیتال در مديريت بحران

ها شامل ضرورت اين درس. های ارزشمند در حوزه حکمرانی جهانی استآموختهبرای استخراج درس

های قابله با جنگهای بهداشتی، مبینی و تحلیل دادهشفافیت اطلاعاتی، اهمیت هوش مصنوعی در پیش

دهد که مديريت ای نشان میچنین تجربه. شودالمللی میهای همکاری بیناطلاعاتی، و نیز توسعه پروتکل

 .پذير خواهد بودهای آينده تنها با تلفیق دانش پزشکی، ديپلماسی سنتی و ابزارهای ديجیتال امکانبحران

سعی خواهد « های بهداشتی )نمونه کرونا(بحرانمديريت »بنابراين، در اين بخش با تمرکز بر موضوع 

های خاص اين بررسی از ويژگی. شد ابعاد مختلف ديپلماسی ديجیتال در اين زمینه تحلیل و بررسی گردد

رسانی شود و سپس به نقش ديپلماسی ديجیتال در اطلاعهای بهداشتی در عصر ديجیتال آغاز میبحران

های اين تجربه جهانی پرداخته آموختهالمللی و نهايتاً درسهای بینعمومی، مقابله با شايعات، همکاری

 .خواهد شد

 های بهداشتی در عصر دیجیتالهای بحرانویژگی. 3-1-1

از طاعون . اندهای جوامع انسانی بودهترين چالشهای بهداشتی در طول تاريخ همواره از مهمبحران

اند گیر توانستههای همهپانیايی در اوايل قرن بیستم، بیماریسیاه در قرون وسطی گرفته تا آنفلوانزای اس

عصر های بهداشتی در حال، بحرانبااين. ساختارهای سیاسی، اقتصادی و اجتماعی کشورها را متأثر سازند

هايی را هم هايی که مديريت چنین بحراناند؛ ويژگیهايی متفاوت از گذشته پیدا کردهويژگی دیجیتال

 .تر کرده استآفرينهم فرصتدشوارتر و 

 سابقه انتقال اطلاعاتسرعت بی. 1

. است سرعت بالای انتشار اطلاعاتهای بهداشتی در عصر ديجیتال، های بحرانيکی از نخستین ويژگی

اند که اخبار مرتبط با شیوع ها باعث شدهرسانهای خبری آنلاين و پیامسايتهای اجتماعی، وبشبکه

رسانی فوری اين سرعت بالا از يک سو امکان اطلاع. ند ثانیه در سطح جهان منتشر شوندها ظرف چبیماری

ساز انتشار شايعات، اطلاعات غلط و حتی کند، اما از سوی ديگر، زمینهو هشدارهای بهداشتی را فراهم می

های درمانی روشدر بحران کرونا، شاهد بوديم که شايعاتی درباره . شودکارزارهای اطلاعاتی مخرب نیز می

 .ها دشوارتر ساختهای توطئه به سرعت جهانی شد و مديريت بحران را برای دولتغیرعلمی يا حتی تئوری

 افزايش حساسیت افکار عمومی. 2

شوند، بلکه به موضوعی های بهداشتی در دنیای ديجیتال تنها از جنبه علمی و پزشکی بررسی نمیبحران

طور مستقیم های اجتماعی بهدر دوران کرونا، مردم از طريق شبکه. ردندگتبديل می ایرسانه-اجتماعی

های اعتراضی علیه تجارب خود را بازگو کردند، به مقامات فشار آوردند و حتی در بسیاری از کشورها موج

عنوان دهنده آن است که در عصر ديجیتال، افکار عمومی بهاين امر نشان. های بهداشتی شکل گرفتسیاست

های خود را با درنظرگرفتن ها ناگزيرند استراتژیشود و دولتک بازيگر مهم در مديريت بحران ظاهر میي

 .های عمومی تدوين کنندواکنش
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 و هوش مصنوعی های کلاننقش محوری داده. ۳

امروزه . است های کلاناهمیت دادههای بهداشتی در عصر ديجیتال، های ممتاز بحرانيکی از ويژگی

های ها و داروها بدون تحلیل دادهبینی الگوهای شیوع بیماری و حتی توسعه واکسنبی بیماران، پیشرديا

های هوش مصنوعی در بسیاری از کشورها برای شناسايی در بحران کرونا، الگوريتم. پذير نیستعظیم امکان

د بیماری مورد استفاده های جديبینی موجهای اجتماعی و پیشهای ابتلا، بررسی تأثیر محدوديتخوشه

های بهداشتی ناپذير از مديريت بحرانهای نوين، بخشی جدايیدهد که فناوریاين امر نشان می. قرار گرفتند

 .در دنیای امروز هستند

 هامرزناپذيری بحران. 4

اگرچه . ستمرزناپذيری و جهانی بودن آنهاهای بهداشتی در عصر ديجیتال، ويژگی ديگر بحران

جايی کردند، اما در دنیای امروز به دلیل سرعت بالای جابههای فراگیر در گذشته از مرزها عبور میبیماری

های بهداشتی به همین دلیل، بحران. دهدتر رخ میتر و گستردهها و اطلاعات، اين روند بسیار سريعانسان

وضوح نشان کرونا به. شوندل میای صرفاً ملی نیستند، بلکه مستقیماً به موضوعی جهانی تبديديگر مسئله

ويژه در المللی، بههای بینهايی نیست و همکاریداد که هیچ کشوری به تنهايی قادر به حل چنین بحران

 .حوزه ديجیتال، ضروری است

 اهمیت شفافیت و اعتماد عمومی. ۵

تواند داشتی میهای بهسازی يا تأخیر در انتشار اطلاعات مربوط به بحراندر عصر ديجیتال، پنهان

ها با شفافیت کامل، آمار و اطلاعات شهروندان انتظار دارند دولت. ناپذيری داشته باشدپیامدهای جبران

کاری به سرعت در فضای مجازی افشا شده و کاری يا پنهانهرگونه کم. صحیح را در اختیار آنان قرار دهند

های بهداشتی در های اساسی مديريت بحرانز ويژگیبنابراين، يکی ا. گردداعتمادی عمومی منجر میبه بی

 .است رسانیضرورت شفافیت و صداقت در اطلاعدنیای ديجیتال، 

 تنوع بازيگران در عرصه مديريت بحران. ۶

های رسمی بود، اما در ها و سازمانهای بهداشتی عمدتاً در اختیار دولتدر گذشته، مديريت بحران

نهاد و های مردماز سازمان. ای از بازيگران در اين فرآيند دخیل هستنددنیای ديجیتال، طیف گسترده

دادن به خبرنگاران، همگی نقش مهمی در شکل-های آزاد گرفته تا اينفلوئنسرها و حتی شهروندرسانه

رده تر کتر، اما در عین حال پويااين تنوع بازيگران مديريت بحران را پیچیده. کنندهای عمومی ايفا میروايت

 .است

 های بهداشتی با امنیت ملی و ديپلماسیتقاطع بحران. 7

امنیتی و ای های بهداشتی امروز تنها يک مسئله سلامت عمومی نیستند، بلکه به مسئلهبحران

المللی نیز به ها در کنار مديريت داخلی بحران، ناگزيرند در عرصه بیندولت. شوندنیز تبديل می ديپلماتیک

به همین دلیل، ديپلماسی ديجیتال . های جهانی مشارکت کنندر خود پرداخته و در همکاریدفاع از تصوي

 .يابدهايی اهمیتی دوچندان میدر مديريت چنین بحران

 رسانی عمومینقش دیپلماسی دیجیتال در اطلاع. 3-1-2

ل پیامدهای های بهداشتی، يکی از ارکان اصلی مديريت و کنتررسانی عمومی در شرايط بحراناطلاع
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های سنتی مانند راديو، تلويزيون رسانی بیشتر محدود به رسانهدر گذشته، ابزارهای اطلاع. آيدآن به شمار می

های آنلاين و ابزارهای ارتباطی هوشمند، های اجتماعی، پلتفرمو مطبوعات بود؛ اما در عصر ديجیتال، شبکه

عنوان يک ابزار کلیدی برای به ديپلماسی ديجیتال، در چنین شرايطی. اندنقش اصلی را بر عهده گرفته

ديپلماسی ديجیتال . کندالمللی و افکار عمومی جهانی اهمیت پیدا میهای بینها، سازمانتعامل میان دولت

مديريت افکار عمومی، مقابله با اطلاعات نادرست های رسمی و بهداشتی، بلکه برای نه تنها برای انتقال پیام

 .(Bjola & Manor, 2020: 41) شودبه کار گرفته می اد شهروندانو جلب اعتم

 رسانی سريع و شفافضرورت اطلاع. 1

. هايی استترين عامل در مديريت چنین بحرانهای بهداشتی مانند کرونا نشان داد که زمان، مهمبحران

ساز علی جلوگیری کرده و زمینهتواند از انتشار شايعات و اخبار جبه شهروندان می رسانی سريع و شفافاطلاع

ديپلماسی ديجیتال در اين زمینه، امکان انتشار مستقیم . های بهداشتی شودهمکاری بهتر مردم با سیاست

برای مثال، . سازدهای جهانی به مخاطبان داخلی و خارجی را فراهم میها و سازمانها از سوی دولتپیام

های بهداشتی های رسمی در تويیتر و اينستاگرام، روزانه پیامباز طريق حسا (WHO) سازمان جهانی بهداشت

 .(WHO, 2020: 77) شدکرد و با مخاطبان جهانی وارد تعامل میمنتشر می

 عنوان ابزار ديپلماسیهای اجتماعی بهاستفاده از پلتفرم. 2

در  ی اجتماعیهانقش پررنگ پلتفرمهای برجسته ديپلماسی ديجیتال در عصر کرونا، يکی از ويژگی

ای، از اينستاگرام رسانی لحظهالمللی از تويیتر برای اطلاعها و نهادهای بیندولت. رسانی عمومی بوداطلاع

های خبری آنلاين استفاده برای انتشار محتوای تصويری و آموزشی، و از يوتیوب برای برگزاری نشست

ای مختلف )متنی، تصويری، ويدئويی( به مخاطبان هها به شکلاين تنوع ابزارها باعث شد که پیام. کردند

 .برسد و اثرگذاری بیشتری داشته باشد

 تعامل دوسويه با افکار عمومی. ۳

میان  فرصت تعامل دوسويهشود؛ بلکه های رسمی محدود نمیديپلماسی ديجیتال تنها به انتشار پیام

ها و مسئولان بهداشت از طريق یاری از دولتدر دوران کرونا، بس. آوردمقامات و افکار عمومی را فراهم می

اين . های شهروندان پاسخ دادند و تلاش کردند اعتماد عمومی را جلب کنندهای اجتماعی به پرسششبکه

ها تعامل باعث شد که شهروندان احساس مشارکت بیشتری در مديريت بحران داشته باشند و همکاری آن

 .(Seib, 2021: 95) های بهداشتی افزايش يابدبا سیاست

 مقابله با اطلاعات نادرست و اخبار جعلی. 4

ديپلماسی . بود انتشار گسترده اخبار جعلی و اطلاعات نادرستهای بزرگ بحران کرونا، يکی از چالش

بسیاری از . ديجیتال در اين زمینه به ابزاری مؤثر برای اصلاح اطلاعات غلط و مقابله با شايعات تبديل شد

های صحیح را برجسته های بزرگ فناوری مانند فیسبوک، تويیتر و گوگل، پیامهمکاری پلتفرم ها بادولت

های ها و سازمانعنوان نمونه، تويیتر در همکاری با دولتبه. کرده و محتوای جعلی را محدود کردند

بع معتبر راهنمايی های مشکوک به اخبار جعلی اضافه کرد و کاربران را به منابهداشتی، هشدارهايی زير پست

 .(Cinelli et al., 2020: 112) کرد
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 المللیهماهنگی و همکاری بین. ۵

در جريان کرونا، . المللی نقش کلیدی ايفا کرددر سطح بین همدر سطح ملی،  همديپلماسی ديجیتال 

رانه و حتی ها، هماهنگی اقدامات پیشگیارتباطات آنلاين میان کشورها و نهادهای جهانی برای تبادل داده

تواند نشان داد که ديپلماسی ديجیتال میکه  توزيع واکسن، از طريق ابزارهای ديجیتال صورت گرفت

 .(Chou et al., 2021: 134) های مشترک عمل کنددر برابر بحران همگرايی جهانیعنوان بستری برای به

 افزايش اعتماد عمومی و سرمايه اجتماعی. ۶

 ايجاد و حفظ اعتماد شهروندانرسانی عمومی، يپلماسی ديجیتال در اطلاعترين اهداف ديکی از مهم
های رسمی با شفافیت و صداقت منتشر شوند و مقامات در تعامل مستقیم با مردم که پیامدر صورتی. است

های بهداشتی همکاری بیشتری نشان شود و شهروندان با سیاستقرار گیرند، سرمايه اجتماعی تقويت می

تواند به کاهش اعتماد عمومی و افزايش کاری يا انتشار اطلاعات ناقص میدر مقابل، هرگونه پنهان. ددهنمی

 .(Van Dijck & Alinejad, 2020: 58) بحران منجر شود

ويژه کرونا، نقشی حیاتی در های بهداشتی بهدر مجموع، ديپلماسی ديجیتال در مديريت بحرانبنابراين 

. ايفا کرده است المللیابله با اخبار جعلی، تعامل با افکار عمومی و هماهنگی بینرسانی عمومی، مقاطلاع

های گیری از ظرفیتهای مشابه بدون بهرهدهد که در آينده نیز مديريت بحراناين تجربه نشان می

 .پذير نخواهد بودديپلماسی ديجیتال امکان

 مقابله با شایعات و اخبار جعلی بهداشتی. 3-1-3

 انتشار شايعات و اخبار جعلیهای بهداشتی در عصر ديجیتال، های بحرانترين چالشز جدیيکی ا

های اجتماعی به بستری برای گسترش سريع اطلاعات نادرست درباره در جريان پاندمی کرونا، رسانه. است

از آن با اين وضعیت که . های سیاسی بدل شدندهای درمانی غیرعلمی، و حتی توطئهمنشأ ويروس، شیوه

المللی با بحران های بینها و هم سازمانشود، موجب شد که هم دولتياد می  (Infodemic) اينفودمیعنوان 

 سو کنترل بیماری و از سوی ديگر مقابله با حجم عظیم اطلاعات نادرستاز يک: رو شوندای روبهدوگانه

(Zarocostas, 2020: 469). 

و ابزارهای هوش مصنوعی نقش مهمی در مبارزه با شايعات و اخبار  ديپلماسی ديجیتالدر اين میان، 

ای به ها، و آموزش رسانهها و پلتفرمرسانی، همکاری میان دولتشفافیت در اطلاع. جعلی ايفا کردند

 .شهروندان از جمله اقدامات کلیدی در اين زمینه بود

 های بهداشتیهای اخبار جعلی در بحرانويژگی. 1

ها معمولاً نخست، آن. ها دارندهايی متمايز از ساير حوزهدر حوزه بهداشت و درمان، ويژگی اخبار جعلی

دوم، . شوندسرعت در میان مردم پخش میخورند و به همین دلیل بهپیوند می اضطراب و ترس عمومیبا 

ها د که پذيرش آنشوننما منتشر میهای علمیهای بهداشتی يا روايتاين نوع اخبار اغلب در قالب توصیه

استفاده از سیر يا الکل برای »برای نمونه، در دوران کرونا ادعاهايی مانند . تر استبرای مخاطب ساده

 ها بار در فضای مجازی بازنشر شدمیلیون« در شیوع ويروس  ۵Gنقش امواج »يا « پیشگیری از کرونا

(Brennen et al., 2020: 12). 
 ی اخبار جعلینقش هوش مصنوعی در شناساي. 2

های يادگیری ماشین ابزارهای مهمی برای شناسايی و مقابله با اخبار جعلی هوش مصنوعی و الگوريتم
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توانند الگوهای های اجتماعی، میهای شبکهها با تحلیل حجم عظیمی از دادهاين فناوری. بهداشتی بودند

 :ای مثالبر. زبانی، تصاوير و رفتارهای انتشار مشکوک را شناسايی کنند

 ی ترس يا خشمبرای شناسايی محتوای برانگیزاننده تحلیل احساسات. 

 که در بازنشر هماهنگ اخبار جعلی نقش دارند های رباتیکتشخیص خودکار شبکه. 

 درمان »های خاص مانند برای کشف افزايش ناگهانی در انتشار کلیدواژه های هشدار زودهنگامسیستم

 .«خانگی کرونا

در تشخیص محتوای جعلی  (Deep Learning) های يادگیری عمیقاند که مدلها نشان دادهپژوهش

 .(Shu et al., 2020: 224) اندويژه در حوزه سلامت، کارايی بالايی داشتهبه

 هاديپلماسی ديجیتال و همکاری با پلتفرم. ۳

المللی های بینها و سازماندولتهمکاری ترين اقدامات در مقابله با اخبار جعلی بهداشتی، يکی از مهم

سازمان جهانی بهداشت با فیسبوک، تويیتر، اينستاگرام و گوگل همکاری کرد . بود های اجتماعیبا پلتفرم

-COVID» وجوی عبارتبه عنوان نمونه، در جست. تا منابع معتبر بهداشتی در اولويت نمايش قرار گیرند

 شدندهای بهداشت هدايت میيا وزارتخانه WHO های رسمی مانندسايتدر گوگل، کاربران ابتدا به وب «19

(WHO, 2020: 81). 

های کاربری مرتبط با انتشار شايعات بهداشتی را تعلیق کرده و همچنین تويیتر و فیسبوک حساب

اين اقدامات نشان داد که ديپلماسی ديجیتال . های هشداردهنده در زير محتواهای مشکوک درج کردندپیام

 .ها مؤثر باشدهای پلتفرمدهی به سیاستتواند در شکلیم

 ای و افزايش سواد ديجیتالآموزش رسانه. 4

آموزش يکی از راهبردهای پايدار، . شودمقابله با اخبار جعلی تنها به ابزارهای فناورانه محدود نمی

های آموزشی کشورها کمپین در دوران کرونا، بسیاری از. و ارتقای سواد ديجیتال شهروندان است ایرسانه

اندازی کردند تا مردم بتوانند منابع معتبر را تشخیص دهند و در برابر اطلاعات مشکوک واکنش آنلاين راه

 .مناسبی نشان دهند

، و «وجوی متقابل در منابع معتبرجست»، «بررسی منبع خبر»هايی مانند ها شامل توصیهاين آموزش

ای شهروندان، يکی از مؤثرترين اند که افزايش سواد رسانهها نشان دادهوهشپژ. بود« گزارش محتوای جعلی»

 .(Guess et al., 2020: 233) ابزارها برای کاهش انتشار اخبار جعلی است

 های اخلاقی و حقوقیچالش. ۵

و رنیز روبه های اخلاقی و حقوقیچالشهای گسترده، مقابله با اخبار جعلی بهداشتی با با وجود تلاش

های شديد بر آزادی بیان اعمال کردند و منتقدان اين اقدامات را نقض حقوق برخی کشورها محدوديت. بود

نیز مطرح بود؛ چرا که برخی محتوای درست  هاخطای الگوريتم از سوی ديگر، مسئله. دانستندشهروندی می

گری قوقی و اخلاقی برای تنظیمهای حبنابراين، نیاز به چارچوب. شدعنوان جعلی حذف میبه اشتباه به

 .(Helberger, 2020: 375) شوداين حوزه احساس می

؛ باشند اندازه خود بیماری خطرناکتوانند بهاخبار جعلی بهداشتی میبحران کرونا نشان داد که بنابراين 

ديپلماسی . شوندهای بهداشتی میزيرا رفتارهای شهروندان را تحت تأثیر قرار داده و مانع اجرای سیاست
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ها، توانست تا حد زيادی جلوی انتشار اين اخبار ديجیتال، در ترکیب با هوش مصنوعی و همکاری با پلتفرم

 ایگذاری و آموزش رسانهترکیب فناوری، سیاستبا اين حال، تجربه کرونا ثابت کرد که تنها با . را بگیرد

 .ای پايدار و مؤثر دست يافتتوان به مقابلهمی

 المللی دیجیتال در دوران کروناهمکاری بین. 3-1-4

برای مديريت يک  المللی دیجیتالهمکاری بینهای بحران کرونا، اهمیت ترين درسيکی از برجسته

ويروس کرونا، بدون توجه به مرزهای سیاسی، به سرعت در تمام نقاط جهان شیوع يافت . بحران جهانی بود

در اين . گیر مقابله کندهای همهصورت مستقل با چنین بحرانهتواند بو نشان داد که هیچ کشوری نمی

المللی به ابزاری کلیدی برای هماهنگی، تبادل اطلاعات و اتخاذ های بینشرايط، فناوری ديجیتال و پلتفرم

 .(Kickbusch et al., 2020: 123) تصمیمات سريع تبديل شدند

 نیاز به هماهنگی جهانی. 1

ها درباره سرعت انتقال ويروس، میزان داده. های علمی همراه بودها و ناشناختهگیبحران کرونا با پیچید

های هماهنگی بین کشورها و سازمانبدون . کردندسرعت تغییر میها بهومیر و اثربخشی درمانمرگ

گیری کند که اغلب موجب خطا و سردرگمی صورت مستقل تصمیم، هر دولت مجبور بود بهالمللیبین

روز و معتبر را فراهم های داده مشترک امکان تبادل اطلاعات واقعی، بههای ديجیتال و پايگاهشبکه. دشمی

 .(Gostin & Wiley, 2020: 45) کردند

 های ديجیتالالمللی و پلتفرمهای بیننقش سازمان. 2

تبادل  اروپا، نقش مرکزی در CDC ای مانندهای منطقهو سازمان (WHO) سازمان جهانی بهداشت

 :های ديجیتالها از طريق پلتفرماين سازمان. داشتند های بهداشتی و آموزشیداده

 .روز درمان و پیشگیری را منتشر کردندهای بهدستورالعمل

 .های اپیدمیولوژيک را با کشورها به اشتراک گذاشتندداده

 .قرار گیرد های اجتماعی همکاری کردند تا اطلاعات معتبر در اولويت نمايشبا شبکه

منتشر رسانی های اطلاعبا همکاری گوگل و فیسبوک، داشبوردهای آنلاين و پیام WHOبرای نمونه، 

 .(WHO, 2020: 102) ها کاربر در سراسر جهان به آن دسترسی داشتندکه میلیونکرد 

 تبادل داده و تحلیل مشترک. ۳

ها، شده از آزمايشگاهآوریهای جمعهبود که داد های تحلیلی مشترکپلتفرماز محورهای همکاری، 

 :ها به متخصصان امکان داد تااين داده. کردندهای اجتماعی را تجمیع میها و شبکهبیمارستان

 بینی کنندروند شیوع را پیش. 

 نقاط پرخطر را شناسايی کنند. 

 صورت بهینه توزيع کنندمنابع و تجهیزات پزشکی را به. 

کردند و ها کمک میهای هوش مصنوعی به تحلیل سريع حجم عظیمی از دادهتمدر اين میان، الگوري

 .(Yang et al., 2021: 678) نمودندالمللی را تسهیل میگیری در سطح بینتصمیم

 های هماهنگی ديجیتالچالش. 4
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 :هايی مواجه بودالمللی ديجیتال با چالشها، همکاری بینبا وجود موفقیت

 های حساس پزشکی ها در زمینه اشتراک دادهکشورها و سازمان :هانیت دادهحريم خصوصی و ام

 .نگرانی داشتند

 ها ها و تحلیلآوری باعث شد تطبیق دادههای جمعتنوع منابع داده و شیوه :هااستانداردسازی داده

 .پیچیده شود

 توانستند از میکشورهای با زيرساخت ديجیتال محدود، ن :فقدان زيرساخت در برخی کشورها

 .برداری کامل داشته باشندهای مشترک بهرهپلتفرم

های حقوقی، اخلاقی و فنی مشخص ها نشان داد که همکاری ديجیتال نیازمند چارچوباين چالش

 .(Kickbusch et al., 2020) شوداست تا اطمینان حاصل شود که تبادل اطلاعات مؤثر و مسئولانه انجام می

 هاا و توصیههآموختهدرس. ۵

 :توان چند درس کلیدی استخراج کرداز تجربه همکاری ديجیتال در بحران کرونا، می

 .روز و قابل اعتماد، کلید موفقیت در مديريت بحران استهای بهانتشار داده :هاشفافیت داده. 1

گیری صمیمهای داده مشترک، امکان تطراحی داشبوردهای ديجیتال و پايگاه :های مشترکپلتفرم. 2

 .کندسريع را فراهم می

ها آوری، تبادل و حفاظت از دادهالمللی برای جمعبايد استانداردهای بین :استانداردسازی و امنیت. ۳

 .وضع شود

شهروندان و کارشناسان به آموزش و آگاهی لازم برای استفاده مؤثر از  :آموزش و توانمندسازی. 4

 .اطلاعات ديجیتال نیاز دارند

کنترل اطلاعات نبايد محدود به يک يا چند کشور شود؛ دسترسی  :اییشگیری از انحصار دادهپ. ۵

 .عادلانه برای همه ضروری است

 بندیجمع

 .المللی ديجیتال نه يک انتخاب، بلکه يک ضرورت استهمکاری بینبحران کرونا نشان داد که 

ها بودند که آوری، پردازش و تحلیل دادهمعهای ديجیتال و هوش مصنوعی ابزارهايی حیاتی برای جفناوری

ها، تجربه کرونا مسیر را با وجود چالش. ها را بهبود بخشیدندگذاریهای بهداشتی و سیاستگیریتصمیم

های آينده در سطح جهانی هموار کرد و نشان داد که ارتباط و هماهنگی ديجیتال برای مديريت بحران

 .نجات دهدها نفر را تواند جان میلیونمی

 های بهداشتی جهانیها برای آینده بحرانآموختهدرس. 3-1-5

های مهمی درباره آمادگی، پاسخ سريع، و سابقه برای جهان بود و درسای بیبحران کرونا تجربه

ها نه تنها برای آموختهاين درس. های بهداشتی ارائه دادهای نوين برای مديريت بحرانبرداری از فناوریبهره

فناوری ديجیتال . گیر، بلکه برای هر گونه بحران سلامت عمومی، ضروری هستندهای همهمقابله با بیماری

و هوش مصنوعی نقش محوری در اين فرآيند ايفا کردند و نشان دادند که آينده مديريت بحران بدون 

 .(Kickbusch et al., 2020) پذير نیستها و ديپلماسی ديجیتال امکانگیری هوشمندانه از دادهبهره
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 ایهای ديجیتال و دادهاهمیت زيرساخت. 1

يکی از ارکان  روزهای دقیق و بههای ديجیتال و دسترسی به دادهزيرساختبحران کرونا ثابت کرد که 

های ديجیتال پیشرفته توانستند شیوع ويروس کشورهای دارای سیستم. اصلی پاسخ موفق به بحران است

. های بهداشتی مؤثرتری اعمال کنندد، اطلاعات را سريع به مردم منتقل کنند و سیاسترا بهتر کنترل کنن

بینی، امکان واکنش هماهنگ جهانی سازی پیشها و مدلالمللی در تبادل دادهعلاوه بر اين، همکاری بین

 .(Yang et al., 2021: 682) را فراهم کرد

 ديپلماسی ديجیتال و شفافیت. 2

کشورهايی که . گیری از ديپلماسی ديجیتال، اعتماد عمومی را افزايش دادو بهره شفافیت اطلاعاتی

تر عمل های جهانی و ديگر کشورها به اشتراک گذاشتند، موفقها و نتايج تحقیقات خود را با سازمانداده

و بهداشتی  های علمیاين شفافیت مانع از انتشار شايعات و اطلاعات نادرست شد و کمک کرد تا پیام. کردند

 .(Gostin & Wiley, 2020: 55) تر به شهروندان برسدسريع

 مديريت شايعات و اخبار جعلی. ۳

بحران . است های مقابله با اخبار جعلی و شايعات بهداشتیبرنامههای کلیدی، ضرورت يکی از درس

واکسیناسیون و عدم  تواند باعث اضطراب، مقاومت مردم نسبت بهکرونا نشان داد که اطلاعات نادرست می

های ديجیتال و هوش مصنوعی توانستند روند انتشار اخبار جعلی پلتفرم. های بهداشتی شودرعايت پروتکل

 .(Hao et al., 2021: 77) های صحیح، اثرات منفی را کاهش دهندرا رصد کنند و با انتشار پیام

 های همکاریالمللی و شبکهآمادگی بین. 4

تبادل سريع تجربیات، هماهنگی تولید . را نشان داد المللیهای همکاری بینشبکه بحران کرونا ضرورت

درس ديگر اين . های مشترک به کاهش اثرات بحران کمک کردو توزيع تجهیزات پزشکی، و استفاده از داده

را های همکاری ديجیتال و حقوقی خود است که کشورها بايد پیش از وقوع بحران، قراردادها و چارچوب

 .(Kickbusch et al., 2020: 145) آماده کنند تا هنگام بحران، زمان ارزشمند از دست نرود

 آموزش و توانمندسازی نیروی انسانی. ۵

، اعم از متخصصان بهداشت و عموم آموزش و توانمندسازی نیروی انسانیتجربه کرونا نشان داد که 

بدون آگاهی لازم، حتی بهترين . ديجیتال حیاتی است هایها و دادهمردم، برای استفاده مؤثر از فناوری

 .(Yang et al., 2021) ها دچار خطا خواهد شدگیریتوانند کارکرد واقعی خود را داشته و تصمیمابزارها نمی

 ترکیب فناوری و سیاست. ۶

الگوی ، تجربه کرونا را به يک گذاری مبتنی بر شواهدهای بزرگ، و سیاستهوش مصنوعی، دادهترکیب 

بینی روند شیوع، و مديريت منابع به کمک فناوری تصمیمات سريع، پیش. مديريتی جديد تبديل کرد

های نوين بايد در مرکز های بهداشتی نشان داد که استفاده از فناوریديجیتال ممکن شد و آينده بحران

 .(Hao et al., 2021: 79) ها قرار گیردريزیبرنامه

: دهندهای بهداشتی جهانی ارائه میهای بحران کرونا، چارچوبی برای آينده بحرانآموختهدرسبنابراين 

گیری هوشمندانه المللی، شفافیت اطلاعات، مديريت شايعات، آموزش و بهرهآمادگی ديجیتال، همکاری بین

کند، م میهای بعدی را فراهاين چارچوب نه تنها امکان مقابله بهتر با بحران. ها و هوش مصنوعیاز داده
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طور همزمان در خدمت جامعه و سلامت تکنولوژی و ديپلماسی ديجیتال بايد بهدهد که بلکه نشان می

 .جهانی قرار گیرند

 المللیها و منازعات بیندیپلماسی دیجیتال در جنگ. 3-2
ها گیریديگر در. طور اساسی تغییر کرده استالمللی بهها و منازعات بیندر عصر ديجیتال، ماهیت جنگ

های ها و پلتفرمرسانهای اجتماعی، پیامهای نبرد و خطوط جبهه محدود نیست؛ بلکه شبکهتنها بر میدان

های گیریسازی، بسیج افکار عمومی و تأثیرگذاری بر تصمیمديجیتال به ابزاری قدرتمند برای روايت

وين ارتباطی و هوش مصنوعی است که به های ناين تحول ناشی از تلفیق فناوری. اندالمللی تبديل شدهبین

های ها و روايتدهد همزمان با جريان اطلاعات واقعی، داستانکشورها و بازيگران غیردولتی امکان می

در اين شرايط، ديپلماسی ديجیتال ديگر يک ابزار جانبی نیست؛ بلکه هسته . ساختگی را نیز منتشر کنند

 .شودعی در زمان بحران محسوب میاصلی راهبردهای سیاسی، نظامی و اجتما

اند که در آن های اجتماعی به يک میدان نبرد مجازی تبديل شدهها و منازعات معاصر، شبکهدر جنگ

 هادولت. باشد جهانی گذاریسیاست و عمومی برداشتدهنده تواند شکلهر پیام، هر ويدئو و هر هشتگ می

نند جريان افکار عمومی را کمی تلاش مصنوعی، هوش و داده لتحلی پیشرفته هایالگوريتم از گیریبهره با

هدايت کرده، تهديدهای روانی دشمن را کاهش دهند و حتی بر تصمیمات اقتصادی و نظامی طرف مقابل 

های اجتماعی برای های غیردولتی نیز از قدرت شبکههای مردمی و سازماندر مقابل، گروه. تأثیر بگذارند

 .کنندها و نقض حقوق بشر استفاده میهای حمايتی و افشای نابرابرید کمپینرسانی، ايجااطلاع

های های فناورانه بستگی دارد، بلکه با مولفهها نه تنها به قابلیتپیچیدگی ديپلماسی ديجیتال در جنگ

رس يا انتشار اطلاعات نادرست يا دستکاری شده، ايجاد ت. اخلاقی، حقوقی و فرهنگی نیز در هم تنیده است

های حقوقی و اخلاقی ها برای دستکاری افکار عمومی، همگی چالشگیری از الگوريتمهیجان جمعی و بهره

های قانونی المللی بايد در کنار توسعه فناوری، چارچوبهای بینکشورها و سازمان. مهمی را به همراه دارند

 .تدوين کنند و نظارتی مناسبی برای کنترل سوءاستفاده از ديپلماسی ديجیتال

ها و منازعات های اجتماعی و ديپلماسی ديجیتال در جنگ، به بررسی نقش شبکهبخشدر اين 

سازی سیاسی تحلیل عنوان ابزار روايتها بهابتدا چگونگی استفاده از شبکه. شودالمللی پرداخته میبین

نمونه موردی جنگ اوکراين  .ها در بسیج افکار عمومی جهانی بررسی خواهد شدشود، سپس ظرفیت آنمی

 به همچنین. سازدمی ممکن را هامحدوديت و کاربردها از واقعی تصويرهای ديجیتال، ارائه و نقش رسانه

 استفاده حقوقی و اخلاقی هایچالش نهايتاً و شودمی پرداخته مردمی هایکمپین و غیردولتی بازيگران نقش

می و تحلیلی، ترکیبی از عل نگاهی با فصل اين. گرددمی تبیین جنگی شرايط در ديجیتال ديپلماسی از

دهی های واقعی و تحلیل الگوريتمیک ارائه خواهد کرد تا نقش نوين فناوری در شکلمطالعات موردی، داده

 .المللی روشن شودبه امنیت و سیاست بین

 سازی سیاسیعنوان ابزار روایتهای اجتماعی بهشبکه. 3-2-1

سازی سیاسی شناخته ترين ابزارهای روايتعنوان يکی از اصلیهای اجتماعی بهشبکه در دنیای امروز،

ها ها و حتی دولتسازی سیاسی يعنی ايجاد يک داستان يا چارچوب فکری که مردم، رسانهروايت. شوندمی
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به  اين فرآيند در گذشته محدود. دهندکنند و رفتار سیاسی خود را شکل میبر اساس آن برداشت می

های اجتماعی، سرعت و های سنتی مانند روزنامه، راديو و تلويزيون بود، اما اکنون با ظهور شبکهرسانه

 .طور قابل توجهی افزايش يافته استگستره آن به

 هادهی به روايتها در شکلالف( توانمندی شبکه

ع اطلاعات را در مقیاس های اجتماعی مانند تويیتر، فیسبوک و اينستاگرام امکان انتشار سريشبکه

های مردمی و حتی افراد عادی امکان ها، احزاب سیاسی، گروهها به دولتاين پلتفرم. اندجهانی فراهم کرده

های پیشرفته، محتواهايی الگوريتم. ای منتشر کنندهای مورد نظر خود را با سرعت لحظهدهند روايتمی

دهند؛ اين ويژگی در معرض ديد کاربران بیشتری قرار میکه بیشترين تعامل را دارند شناسايی کرده و 

 .(Howard et al., 2018: 45) شود يک روايت کوچک به سرعت به يک جريان جهانی تبديل شودباعث می

 های معاصرسازی در جنگب( روايت

شده  های اجتماعی به ابزاری استراتژيک تبديلسازی سیاسی در شبکهالمللی، روايتدر منازعات بین

کنند افکار عمومی جهانی را های درگیر با انتشار محتوای تصويری، ويدئويی و متنی تلاش میطرف. است

اين . تحت تأثیر قرار دهند، تصويری مطلوب از خود و منفی از دشمن ارائه دهند و فشار روانی ايجاد کنند

عنوان به. المللی تأثیرگذار باشندبین های سیاسی و حتی نتیجه مذاکراتگیریتوانند بر تصمیمها میروايت

ای از جنگ اوکراين نه تنها احساسات مخاطبان را تحريک کرد بلکه مثال، انتشار تصاوير و ويدئوهای لحظه

 .(Bradshaw & Howard, 2019) گیری يک ديدگاه جمعی در سطح جهانی کمک نمودبه شکل

 هاج( تحلیل محتوا و الگوريتم

مصنوعی، الگوهای رفتاری  هوش هایالگوريتم و دادهکلان تحلیل از استفاده باهای اجتماعی شبکه

های الگوريتم. کنندکاربران را شناسايی کرده و محتوا را برای تقويت يا محدود کردن يک روايت هدايت می

ه دهی بهای خبری، ابزاری حیاتی برای شکلبندی جوامع مجازی و رهگیری موجتحلیل احساسات، خوشه

بینی ها را پیشدهند که واکنشها امکان میها و سازماناين ابزارها به دولت. شوندها محسوب میروايت

 .(González-Bailón et al., 2025: 58) سازی کنندهای خود را بهینهکرده و پیام

 هاد( تهديدها و چالش

. کندخلاقی و حقوقی نیز ايجاد میهای اسازی سیاسی، چالشهای اجتماعی برای روايتاستفاده از شبکه

تواند موجب تضعیف سازی سیاسی میانتشار اطلاعات نادرست، دستکاری احساسات عمومی و ايجاد قطبی

توانند از های مخرب نیز میعلاوه بر آن، بازيگران غیردولتی و گروه. اعتماد عمومی و تشديد منازعات شود

 .(Starbird, 2017: 27) و پروپاگاندا استفاده کنندهای جعلی اين ابزار برای انتشار روايت

 های عملیه( نمونه

هر دو طرف منازعه . سازی استهای اجتماعی برای روايتای بارز از استفاده شبکهجنگ اوکراين نمونه

گیران های جهانی و ايجاد فشار بر تصمیمهای خود، بسیج حمايتهای ديجیتال برای انتشار روايتاز پلتفرم

دهی به گیری افکار عمومی و جهتدر سطح جهانی، به شکل واين جريان در سطح ملی . استفاده کردند

های اجتماعی به يک میدان نبرد ديجیتال تبديل شدند که تأثیر در اين میان، شبکه. ها کمک کردسیاست

 .(Farkas & Schou, 2020: 75) المللی غیرقابل انکار استآن بر سیاست و امنیت بین
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 های درگیربسیج افکار عمومی جهانی در حمایت یا مخالفت با طرف. 3-2-2

توانايی . ترين ابزارهای استراتژيک، بسیج افکار عمومی جهانی استالمللی، يکی از مهمدر منازعات بین

ا هتواند به تغییر معادلات سیاسی، فشار بر دولتها و احساسات مردم سراسر جهان میدهی به نگرششکل

اين فرآيند، ترکیبی از ديپلماسی رسمی، . ها منجر شودو حتی تأثیرگذاری بر نتايج مذاکرات و توافق

ها را های اجتماعی هوشمند است که به سرعت و در مقیاس وسیع پیامويژه شبکههای سنتی و بهرسانه

 .کنندمنتشر می

 های بسیج جهانیالف( مکانیسم

دن امکان انتشار محتوا در سطح جهانی، ابزار قدرتمندی برای بسیج های اجتماعی با فراهم کرشبکه

توانند های مردمی و حتی افراد تأثیرگذار میهای غیر دولتی، گروهها، سازماندولت. افکار عمومی هستند

 :ها معمولاً شاملاين کمپین. کننداندازی کنند که اهداف مشخصی را دنبال میهای ديجیتال راهکمپین

 های هماهنگ و هدفمند،تشار پیامان 

 ،استفاده از تصاوير و ويدئوهای تأثیرگذار 

 ها و ترندهای جهانی برای جلب توجه،گیری از هشتگبهره 

 .(Loader et al., 2014: 102) دهی به روايت جمعی هستندمنظور شکلو ايجاد تعامل با کاربران به

 هاهای انسانی و رباتب( نقش شبکه

کاربران انسانی . های مجازیکاربران انسانی و ربات: ج افکار عمومی، دو عامل کلیدی وجود دارددر بسی

در . کنندهای حمايت يا مخالفت را ايجاد میهای خود، موجها و تحلیلگذاری تجربیات، ديدگاهبا اشتراک

افزايش دهند و الگويی  ها راتوانند سرعت و شدت انتشار پیامهای خودکار میها و حسابمقابل، ربات

ترکیب اين دو عنصر، توان بسیج جهانی را به شکل چشمگیری افزايش . مصنوعی از اجماع يا مخالفت بسازند

 .(Bradshaw & Howard, 2019: 128) دهدمی

 ج( اثرات روانی و اجتماعی

های فشار ینگیری کمپتواند باعث همبستگی جهانی با يک طرف درگیر يا شکلبسیج افکار عمومی می

دهد، بلکه سیاستمداران و اين فرآيند نه تنها افکار و احساسات عمومی را تحت تأثیر قرار می. علیه آن شود

های اجتماعی آنلاين، انتشار خبرهای تصويری درگیری. کندگیرندگان را نیز مجبور به پاسخگويی میتصمیم

تواند اين فرآيند می. آوردالفت گسترده فراهم میای برای ايجاد همدلی يا مخهای شخصی، زمینهو روايت

-Chadwick & Stromer) های درگیر منجر شودبه فشارهای اقتصادی، سیاسی و حتی ديپلماتیک بر طرف

Galley, 2016: 87). 

 هاها و محدوديتد( چالش

 :های متعددی وجود داردها و محدوديتهای بسیج جهانی، چالشبا وجود قابلیت

 های اجتماعی ممکن است محتواهای خاصی را بیشتر در های شبکهالگوريتم: ی الگوريتمیسوگیر

 .معرض ديد قرار دهند و تصوير نادرستی از حمايت يا مخالفت عمومی ارائه کنند

 توانند با انتشار اطلاعات نادرست، احساسات عمومی را های مخرب میگروه: اخبار جعلی و پروپاگاندا

 .یه يک طرف هدايت کنندبه نفع يا عل
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 های ديجیتال کاربران کشورهای مختلف دسترسی متفاوتی به اينترنت و پلتفرم: نابرابری دسترسی

 .(Tandoc et al., 2018: 56) تواند باعث بازنمايی نادرست افکار عمومی جهانی شوددارند و اين می

 های عملیه( نمونه

های ديجیتال های درگیر از رسانهطرف. ار عمومی جهانی استای بارز از بسیج افکجنگ اوکراين نمونه

. های خبری استفاده کردندهای فشار و تغییر روايتالمللی، ايجاد کمپینهای بینبرای جذب حمايت

اين . دهی افکار عمومی جهانی نقش داشتندهای غیردولتی و کاربران فعال، همگی در شکلها، سازماندولت

يک ابزار راهبردی مؤثر در منازعات مدرن عمل کند و  تواندتوان بسیج افکار عمومی می روند نشان داد که

 .(Farkas & Schou, 2020: 92) المللی را تحت تأثیر قرار دهدهای کلان بینگیریتصمیم

 های دیجیتالجنگ اوکراین و نقش رسانه: نمونه موردی. 3-2-3

. المللی مدرن استهای ديجیتال در منازعات بینی رسانهای برجسته از نقش حیاتجنگ اوکراين نمونه

های های خبری نه تنها کانالسايتها و وبرسانهای اجتماعی، پیامهای شبکهدر اين منازعه، پلتفرم

. دهی افکار عمومی داخلی و جهانی تبديل شدندرسانی بودند، بلکه به ابزارهای استراتژيک در شکلاطلاع

سازی و هدايت های مردمی و کاربران مستقل، همگی در بسیج، روايتهای غیردولتی، گروهها، سازماندولت

های های معاصر، ديگر تنها محدود به میداناين تجربه نشان داد که جنگ. جريان اطلاعات نقش داشتند

توانند معادلات های ديجیتال و اطلاعاتی نیز جريان دارند و هر لحظه مینبرد فیزيکی نیستند، بلکه در عرصه

 .سیاسی و اقتصادی را تغییر دهند

 های ديجیتال در جنگ اوکراينالف( اهمیت رسانه

بوک و تلگرام نقش محوری در انتشار اخبار، های اجتماعی مانند تويیتر، اينستاگرام، فیسشبکه

واقعی تصاوير، ويدئوها  کاربران قادر بودند در زمان. های متضاد داشتندمستندسازی رويدادها و انتقال روايت

ها، اين جريان. ای بر افکار عمومی جهانی داشتهای محلی را منتشر کنند که تأثیر روانی گستردهو گزارش

گیرندگان سیاسی را های درگیر شد و تصمیمالمللی بر طرفرسانی، موجب افزايش فشار بینعلاوه بر اطلاع

 .(Giles, 2016: 47) وادار به واکنش سريع کرد

 سازی و جنگ اطلاعاتیب( روايت

کرد روايت خود را غالب کند و افکار عمومی را به حمايت يا مخالفت با هر طرف درگیری، تلاش می

های ديجیتال، های کوتاه در رسانهها، تصاوير تحريفی، و کلیپاستفاده از هشتگ. اقدامات خود ترغیب نمايد

های جهانی، سرعت انتشار اطلاعات و ويژه در شبکهبه. شتدهی برداشت مخاطبان دانقش مهمی در شکل

های رسمی و غیررسمی در يک فضای رقابتی قرار گیرند و گاه ابهام و تعامل کاربران باعث شد که روايت

 .(West, 2017: 88) سردرگمی در تفسیر واقعیات ايجاد شود

 های مردمیج( نقش کاربران و کمپین

آوری، انتشار و تحلیل اطلاعات ديجیتال و کاربران عادی نقش مهمی در جمعفعالان مستقل، خبرنگاران 

های تصويری و متنی ايجاد کردند که ای از دادهويژه در تويیتر و تلگرام، شبکهاين کاربران، به. داشتند

همچنین . ندتوانستند برای شناسايی نقاط بحرانی و ارزيابی تحولات از آن بهره ببرالمللی میگران بینتحلیل

ها و افزايش آگاهی جهانی، ابعاد آوری کمکهای مردمی ديجیتال با هدف حمايت از قربانیان، جمعکمپین
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 .(Howard et al., 2020: 112) دادنددوستانه و سیاسی جنگ را همزمان پوشش میانسان

 هاد( تهديدات و چالش

 :تهديدهای جدی نیز ايجاد کردند های ديجیتال، اين ابزارهابا وجود مزايای گسترده رسانه

 های غلط از واقعیت توانستند برداشتهای جعلی و پروپاگاندا میجريان :اطلاعات نادرست و جعلی

 .ايجاد کنند و تصمیمات نادرست سیاستی و عمومی را تقويت کنند

 های خودکار، و حساب هاهای خارج از منطقه، با استفاده از رباتکشورها و گروه :نفوذ بازيگران خارجی

 :Pomerantsev & Weiss, 2014) های درگیر هدايت کنندهای اطلاعاتی را به نفع يا علیه طرفتوانستند موج

63). 

 آمیز و اطلاعات حساس، مسائلی مانند حريم انتشار تصاوير خشونت :های اخلاقی و حقوقیچالش

 .خصوصی، حقوق بشر و امنیت ملی را برجسته کرد

 هاآموختهسه( در

توانند به عنوان ابزار مکمل قدرت نظامی و های ديجیتال میتجربه اوکراين نشان داد که رسانه

ها تسلط داشته ها بايد همزمان بر مزايا و تهديدهای اين پلتفرمها و سازماندولت. ديپلماتیک عمل کنند

های اخلاقی و قانونی مشخص وبهای پايش و اعتبارسنجی اطلاعات ايجاد کنند و چارچباشند، سیستم

اين تجربه همچنین نشان داد که کاربران مستقل و . ها و انتشار محتوا تدوين کنندبرای استفاده از داده

دهی افکار عمومی جهانی نقش مؤثری ايفا کنند و تأثیر توانند در شکلهای مردمی، میگروه

 .(Allcott & Gentzkow, 2017: 208) دهندالمللی را افزايش های بینها و مداخلهگذاریسیاست

 های دیجیتال مردمینقش بازیگران غیردولتی و کمپین. 3-2-4

ای در های مردمی ديجیتال نقش فزايندهالمللی مدرن، بازيگران غیردولتی و کمپیندر منازعات بین

ها شامل اين گروه. دارند های انسانی و سیاسیدهی به افکار عمومی، بسیج حمايت جهانی و انتقال پیامشکل

های های کاربران مستقل در شبکههای مستقل و شبکههای غیرانتفاعی، فعالان اجتماعی، رسانهسازمان

ها و اجتماعی هستند که با استفاده از فناوری ديجیتال، توانايی اثرگذاری مستقیم بر روند درگیری

 .اندالمللی را پیدا کردهگذاری بینسیاست

 های بازيگران غیردولتی ديجیتالريف و ويژگیالف( تع

يافته و غیررسمی هستند که بدون وابستگی ها يا افراد سازمانبازيگران غیردولتی ديجیتال، گروه

. برندها، از ابزارهای ديجیتال برای دستیابی به اهداف اجتماعی، سیاسی يا انسانی بهره میمستقیم به دولت

 :ها معمولاًاين گروه

 کنند؛ای از منطقه درگیری فراهم میلاعات دقیق و لحظهاط 

 کنند؛های مالی و انسانی ايجاد میآوری کمکهای حمايت از قربانیان و جمعکمپین 

 دهند؛های رسمی ارائه میهای مستقل و جايگزين با رسانهروايت 

 کنندو اجتماعی ايجاد می های خبریکنند و موجهای جهانی با کاربران مستقل تعامل میدر شبکه 

(Tufekci, 2017: 22). 

 های ديجیتال مردمی و بسیج جهانیب( کمپین
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های درگیر، از ابزارهايی های ديجیتال مردمی با هدف جلب توجه جامعه جهانی و فشار بر طرفکمپین

اين . کنندده میهای آنلاين استفاآوری کمکهای جمعها، ويدئوهای کوتاه، تصاوير و پلتفرممانند هشتگ

های رسانی مستقل برای رسانهاند علاوه بر جذب مشارکت عمومی، نقش بازوی اطلاعها توانستهکمپین

های حمايت از قربانیان جنگ و ها شامل کمپینمثال. های بشردوستانه را ايفا کنندالمللی و سازمانبین

های غیردولتی ماهنگی کاربران مستقل و سازمانرسانی درباره جنايات جنگی در اوکراين است که با هاطلاع

 .(Howard et al., 2020: 115) شودانجام می

 گذاری و ديپلماسیج( اثرگذاری بر سیاست

 :گذاری، دو بعد اصلی داردهای مردمی بر سیاستتأثیر کمپین

های ا و سازمانهشود که دولتهای غیردولتی موجب میهای ديجیتال گروهفعالیت :المللیفشار بین. 1

 .های خود را تعديل کنندالمللی نسبت به تحولات واکنش نشان دهند و سیاستبین

کنند و ها با ارائه اطلاعات شفاف و مستند، افکار عمومی را آگاه میکمپین :آگاهی و آموزش عمومی. 2

فشار اجتماعی برای رعايت  تواند به ايجاداين فرآيند می. آورندها را فراهم میامکان نقد و بررسی سیاست

 .(Bennett & Segerberg, 2012: 750) آمیز کمک کندحقوق بشر و متوقف کردن اقدامات خشونت

 هاها و محدوديتد( چالش

 :های مهمی مواجه هستندها با چالشبا وجود اثرگذاری مثبت، اين کمپین

 ص يا غیرمستند منتشر کنند که کاربران مستقل ممکن است اطلاعات ناق :اعتبار و صحت اطلاعات

 .تواند بر تصمیمات سیاستی و عمومی اثر منفی بگذاردمی

 تواند فعالان مردمی فعالیت در فضای ديجیتال و در مناطق درگیری می :امنیت و حفاظت از فعالان

 .را در معرض تهديدهای امنیتی و نظارتی قرار دهد

 های مردمی را برای اهداف خود به کار گیرند و نند کمپینتوابرخی بازيگران می :سوءاستفاده سیاسی

 .(Tufekci, 2017: 29) های سیاسی و تبلیغاتی را با اطلاعات بشردوستانه ترکیب کنندپیام

 هاآموختهه( درس

 :دهد کهتجربه جنگ اوکراين و ساير منازعات نشان می

 المللی در مديريت های بینو سازمان هاتوانند نقش مکمل دولتبازيگران غیردولتی ديجیتال می

 .رسانی ايفا کنندها و اطلاعبحران

 ها را تواند اثرگذاری کمپینها، میهای غیردولتی و رسانههماهنگی میان کاربران مستقل، سازمان

 .افزايش دهد
 

 يداری های اخلاقی، نظارت بر صحت اطلاعات و حمايت از امنیت فعالان ديجیتال، برای پاچارچوب

 .ها ضروری استاثرگذاری کمپین

 هاهای اخلاقی و حقوقی در استفاده از دیپلماسی دیجیتال در جنگچالش. 3-2-5

های فراوان برای المللی، علاوه بر فرصتديپلماسی ديجیتال در شرايط جنگ و منازعات بین

های اخلاقی و حقوقی پیچیده الشای از چرسانی، بسیج افکار عمومی و پیشگیری از بحران، با مجموعهاطلاع
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های ديجیتال، هم بر سطح ها به دلیل ماهیت سريع، گسترده و شفاف شبکهاين چالش. مواجه است

های قانونی، گیری دولتی و هم بر فعالیت بازيگران غیردولتی اثرگذار هستند و نیازمند چارچوبتصمیم

 .باشندگذاری و اخلاقی دقیق میسیاست

 ی اخلاقیهاالف( چالش

 شفافیت و اعتبار اطلاعات -1

باری به تواند پیامدهای انسانی و سیاسی فاجعهدر دوران جنگ، انتشار اطلاعات نادرست يا ناقص می

ها گاه برای تأثیرگذاری بر افکار عمومی از اطلاعات گزينشی بازيگران غیردولتی و دولت. دنبال داشته باشد

های حقوق تواند به بحرانزند و میند که به اعتماد عمومی آسیب میکنشده استفاده میيا حتی تحريف

 .(Floridi, 2018: 120) بشری منجر شود

 :برداری از احساسات عمومیبهره -2

های احساسی و ديپلماسی ديجیتال قابلیت بسیج سريع افکار عمومی را دارد، اما استفاده از پیام

به . های اجتماعی شودتواند باعث فشار روانی و ايجاد دوقطبییتحريکی، به ويژه در موضوعات انسانی، م

تواند جايگاه اخلاقی تصمیمات انسانی را زير سوال ببرد و آزادی انتخاب عبارت ديگر، ابزار ديجیتال می

 .(Morozov, 2011: 45) مخاطب را محدود کند

 :پذيری و پاسخگويیمسئولیت -۳
. ها پیچیده استها، اخبار و تحلیلیین مسئولیت در انتشار پیامهای اجتماعی، تعدر اکوسیستم شبکه

ای بر منازعات داشته های مردمی ممکن است اثرات غیرمنتظرههای خودگردان کاربران يا کمپینفعالیت

ترين معضلات ديپلماسی فقدان پاسخگويی قانونی يا اخلاقی، يکی از مهم. باشند و هیچ نهادی پاسخگو نباشد

 .(Bennett & Segerberg, 2012: 755) در شرايط جنگ است ديجیتال

 :حفظ امنیت فعالان و منابع انسانی -4
های اجتماعی که در مناطق جنگی فعالیت فعالان ديجیتال، خبرنگاران مستقل و کاربران شبکه

ها سیاستفقدان . های سايبری قرار دارندکنند، در معرض تهديدات امنیتی، دستگیری، تهديد يا حملهمی

 ,.Howard et al) دهدرسانی را افزايش میهای بشردوستانه و اطلاعهای قانونی، ريسک فعالیتو حمايت

2020: 119). 

 های حقوقیب( چالش

 :الملل و قوانین جنگحقوق بین. 1

الملل، رسانی يا عملیات روانی بايد با اصول حقوق بیناستفاده از ديپلماسی ديجیتال برای اطلاع

انتشار اطلاعات نادرست يا محرمانه، به ويژه آن دسته . های ژنو و قوانین بشردوستانه سازگار باشدنوانسیونک

 .(Melzer, 2011: 87) تواند تخطی قانونی محسوب شودکند، میکه امنیت غیرنظامیان را تهديد می

 های شخصیحريم خصوصی و داده. 2

تواند ريان جنگ و بحران، بدون رضايت و حفاظت مناسب، میهای کاربران در جآوری و تحلیل دادهجمع

های سیاسی گیری پیامهای کاربران برای هدفاستفاده از داده. حقوق فردی و حريم خصوصی را نقض کند

 :Zuboff, 2019) ها و پیگرد قانونی داردالمللی، محدوديتهای بینيا روانی، در بسیاری از کشورها و چارچوب
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201). 

 قوق بشر ديجیتالح. ۳

تواند دسترسی به اطلاعات، آزادی بیان و آزادی تجمع ديجیتال را تسهیل کند، ديپلماسی ديجیتال می

 ها، سانسور يادسترسی به پلتفرم هایمحدوديت. تواند اين حقوق را محدود کندمی اما سوءاستفاده از آن

 UN Human Rights)قی در شرايط جنگ استهای حقوای از چالشحذف محتوا بدون مبنای قانونی، نمونه

Council, 2018: 14). 

 هاج( راهکارها و توصیه

 .برای بازيگران دولتی و غیردولتی در ديپلماسی ديجیتال های اخلاقی و قانونیچارچوبتدوين . 1

 .برای کاربران در مناطق بحران های شفاف حفاظت از داده و حريم خصوصیسیاستايجاد . 2

در انتشار  پذيریاخلاق، امنیت و مسئولیتهای اجتماعی درباره فعالان و کاربران شبکهآموزش . ۳

 .محتوا

 .های ديجیتالبرای بررسی پیامدهای انتشار اطلاعات و کمپین پايش و پاسخگويیايجاد سازوکارهای . 4

قوق بشر و و هماهنگی با ح اصلاح قوانین حقوقی ديجیتالالمللی برای های بینتقويت همکاری. ۵

 .المللیقوانین بین

 بندید( جمع

استفاده . ها و منازعات، ابزاری قدرتمند و در عین حال پرريسک استديپلماسی ديجیتال در جنگ

رسانی، بسیج جهانی و حمايت از های بزرگی برای اطلاعتواند فرصتهوشمندانه و اخلاقی از اين ابزار، می

تواند موجب پیامدهای انسانی و های اخلاقی و حقوقی میگرفتن چالش غیرنظامیان فراهم کند، اما ناديده

های قانونی، آموزش فعالان ديجیتال و نظارت به همین دلیل، تدوين چارچوب. سیاسی ناخواسته شود

 .المللی برای تضمین استفاده مسئولانه، ضروری استبین

 هوش مصنوعی در عملیات روانی و مقابله اطلاعاتی. 3-3
ای از شوند؛ بخش عمدههای فیزيکی محدود نمیها و منازعات تنها به میدانهان معاصر، جنگدر ج

که از  (Psychological Operations) عملیات روانی. نبردها به حوزه شناختی و اطلاعاتی منتقل شده است

عصر ديجیتال  در شد،می شناخته انسانی رفتارهای و هانگرش تصمیمات، بر تأثیرگذاری برای ابزاری ،ديرباز

های های ديجیتال و الگوريتمهای اجتماعی، رسانهاکنون اينترنت، شبکه. ابعاد جديدی پیدا کرده است

 .(Stanley, 2020: 34) کنندهوشمند، امکان تأثیرگذاری دقیق و گسترده بر افکار عمومی را فراهم می

یری عمیق و تحلیل رفتار انسانی، ابزاری ها، يادگدادهبا قابلیت پردازش کلان (AI) هوش مصنوعی

های عمومی در مقیاس بزرگ ارائه بینی و حتی هدايت احساسات و واکنشقدرتمند برای شناسايی، پیش

های خبری را پیش از های اولیه نارضايتی اجتماعی، شايعات، و موجتواند سیگنالاين فناوری می. دهدمی

سرعت واکنش، امکان مقابله هوشمندانه با تهديدات اطلاعاتی را  بروز بحران تشخیص دهد و ضمن افزايش

 .(Russell & Norvig, 2021: 455) فراهم آورد

ای های اخلاقی و امنیتی گستردههای هوش مصنوعی در عملیات روانی، چالشدر مقابل، توانمندی

های ها، و ايجاد شبکهفیکديپ برای تولید محتوای فريبنده، AI هایاستفاده از الگوريتم. ايجاد کرده است
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های سیاسی را دچار اختلال کند و گیریتواند اعتماد عمومی را کاهش دهد، تصمیماجتماعی مصنوعی می

های قانونی علاوه بر آن، نبود چارچوب. (Chesney & Citron, 2019: 112) حقوق فردی و جمعی را تهديد نمايد

هوش مصنوعی در جنگ شناختی را به ابزاری بالقوه خطرناک المللی، استفاده از مشخص در سطح بین

 .تبديل کرده است

يکی به عنوان : تواند به دو صورت عمل کنداين فصل بر اين نکته تأکید دارد که هوش مصنوعی می

تمرکز . ابزار پیشگیری و مقابله اطلاعاتی، و ديگری به عنوان سلاحی در جنگ روانی و عملیات شناختی

های اخلاقی، حقوقی ها و ابزارهای هوشمند و همچنین چالشها، رباتها، الگوريتمررسی فناوریاصلی بر ب

های قانونی و اخلاقی مورد نیاز همچنین فصل به آينده اين عملیات، چارچوب. هاستو امنیتی مرتبط با آن

 .پردازدمحور میو راهکارهای مقابله با تهديدات هوش

 نی در عصر دیجیتالمفهوم عملیات روا. 3-3-1

شود که با هدف تأثیرگذاری بر احساسات، افکار و رفتارهای به مجموعه اقداماتی گفته می عملیات روانی

های در گذشته، اين اقدامات عمدتاً شامل انتشار پوستر، راديو، فیلم و پیام. شوندها يا جامعه انجام میگروه

با ظهور عصر ديجیتال، عملیات . (Taylor, 2018: 22)بودشفاهی برای جلب حمايت يا کاهش مقاومت دشمن 

های آنلاين، های ديجیتال و پلتفرمهای اجتماعی، رسانهتر شد و شبکهتر و پیچیدهروانی وارد بعُدی گسترده

 .نقش اصلی را در اجرای آن بر عهده گرفتند

توانند لکه در کسری از ثانیه میها ديگر محدود به زمان و مکان مشخص نیستند؛ بدر دنیای امروز، پیام

ای اين تحول، عملیات روانی را از ابزاری سنتی به سامانه. ها کاربر در سراسر جهان منتقل شوندبه میلیون

توان و هوش مصنوعی، می های بزرگاز طريق تحلیل داده. محور تبديل کرده استديجیتال و الگوريتم

های هدفمند اجتماعی و نقاط بحرانی را شناسايی کرد و پیامهای های گروهالگوهای رفتاری، حساسیت

 .(Stanley, 2020: 37) تولید نمود

برای مثال، . های کلیدی عملیات روانی ديجیتال، توانايی ايجاد تأثیرات چندلايه استيکی از ويژگی

های گیریصمیمتواند همزمان احساسات فردی، نگرش جمعی و تهای اجتماعی میانتشار يک پیام در شبکه

ها بر سازی پیامبا ترکیب هوش مصنوعی و يادگیری ماشین، امکان شخصی. سیاسی را تحت تأثیر قرار دهد

ها نه تنها محتوا، بلکه لحن، زمان و کانال انتشار را به شود؛ پیامهای رفتاری کاربران فراهم میاساس داده

 .(Chesney & Citron, 2019: 118) اشته باشندکنند که بیشترين اثرگذاری را دای انتخاب میگونه

های های شبکهداده. ديجیتال شدن عملیات روانی به معنای افزايش سرعت و مقیاس تأثیرگذاری است

ها در لحظه تحلیل شده و نقاط ضعف و مقاومت اجتماعی شناسايی رسانها و پیامها، انجمناجتماعی، وبلاگ

ها را سازی کنند، پیامدهد سناريوهای مختلف را شبیهوانی اجازه میبه طراحان عملیات رکه  شوندمی

، اکنون عملیات روانی به يک چرخه بازخورد یبه عبارت. بینی نماينداصلاح کنند و واکنش مخاطبان را پیش

 .(Russell & Norvig, 2021) سازی داردهوشمند تبديل شده که هر لحظه قابلیت بهینه

انتشار اخبار . ترده، ديجیتال شدن عملیات روانی خطراتی نیز به همراه داردهای گسبا وجود فرصت

تواند اعتماد عمومی را کاهش دهد و جامعه را به سمت های مصنوعی میها و شبکهفیکجعلی، ايجاد ديپ
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علاوه بر اين، فقدان چارچوب قانونی و اخلاقی مشخص در سطح جهانی، به برخی . شدن هدايت کندقطبی

 :Ferrara, 2020) ها سوءاستفاده کرده و افکار عمومی را دستکاری کننددهد از اين فناوریيگران امکان میباز

ويژه در رابطه با دهد که بررسی علمی و کاربردی عملیات روانی ديجیتال، بهاين تهديدات نشان می. (54

 .هوش مصنوعی، برای امنیت اجتماعی و سیاسی جامعه حیاتی است

شود، بلکه ت، مفهوم عملیات روانی در عصر ديجیتال نه تنها به تحلیل رفتار جمعی محدود میدر نهاي

توانند در سطح فردی و جمعی ای اشاره دارد که میهای چندلايههای شناختی و پیامبه طراحی استراتژی

های مرتبط فراهم ريتمها و الگواين امر، زمینه را برای درک بهتر ابزارهای هوشمند، ربات. اثرگذار باشند

 .سازدهای اخلاقی و قانونی مشخص را بیش از پیش ضروری میکند و نیاز به چارچوبمی

 های هوش مصنوعی در شناسایی و تحلیل عملیات روانیکاربرد الگوریتم. 3-3-2

آنلاين  هایها و پلتفرمرسانهای اجتماعی، پیامهايی که هر لحظه در شبکهدر عصر ديجیتال، حجم داده

های پنهان شود، به قدری عظیم است که تحلیل انسانی به تنهايی قادر به شناسايی الگوها و پیامتولید می

  (NLP) گیری از يادگیری ماشین، پردازش زبان طبیعیهای هوش مصنوعی با بهرهالگوريتم. در آنها نیست

 ملیات روانی در سطح گسترده هستندهای اجتماعی، ابزارهای اصلی شناسايی و تحلیل عو تحلیل شبکه

(Russell & Norvig, 2021: 472). 

. است های عملیات روانیشناسايی محتوای هدفمند و پیامها، يکی از کاربردهای اصلی اين الگوريتم

 هايی را که با هدفتوانند پیامها و رفتار کاربران میها، تگها با تحلیل الگوهای زبانی، هشتگاين الگوريتم

های سیاسی يا به عنوان مثال، در بحران. اند، شناسايی کنندتأثیرگذاری بر احساسات عمومی طراحی شده

های هدفمند را شناسايی آمیز، اخبار جعلی و کمپینهای تحريکتوانند انتشار پیامها میاجتماعی، الگوريتم

 .(Chesney & Citron, 2019: 123) برداری کنندها را نقشهو مسیر پخش آن

. بخش ديگری از کاربرد هوش مصنوعی است(، Social Network Analysis) های اجتماعیتحلیل شبکه

بینی های کاربری، افراد تأثیرگذار و مسیرهای اصلی انتشار محتوا، امکان پیشها با شناسايی خوشهالگوريتم

دهد به طراحان عملیات روانی اجازه می اين تحلیل. کنندتأثیر يک پیام و ارزيابی شدت نفوذ آن را فراهم می

همچنین، اين . ها را به حداکثر برسانندکه منابع خود را بر روی نقاط بحرانی متمرکز کرده و اثرگذاری پیام

های نادرست يا مخرب را شناسايی کرده و از دستکاری افکار کند تا جريانگران کمک میاطلاعات به تحلیل

 .(Ferrara, 2020: 61) عمومی جلوگیری کنند

های زبانی، قابلیت درک پیچیدگی های عصبی مصنوعیهای يادگیری عمیق و شبکهالگوريتم

های دوپهلو يا چندلايه را توان پیامها میبه کمک اين الگوريتم. ها را دارندهای غیررسمی و کنايهمحاوره

ه عنوان مثال، يک پست کوتاه ممکن ب. های عملیات روانی را تشخیص دادتحلیل کرد و هدف نهايی پیام

های است از نظر سطح اول عادی به نظر برسد، اما الگوريتم با تحلیل زمینه، ارتباطات پیشین و واکنش

 .(Hutto & Gilbert, 2014: 45) کندکاربران، قصد واقعی پیام را شناسايی می

های با تحلیل داده. کندرا فراهم می های جمعیبینی واکنشپیشهوش مصنوعی همچنین امکان 

توانند احتمال وقوع اعتراضات، افزايش ها میتاريخی، الگوهای رفتاری و روندهای انتشار محتوا، الگوريتم

دهد گیرندگان اجازه میبینی، به تصمیماين توانايی پیش. بینی کنندنارضايتی يا تغییر نگرش عمومی را پیش
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ی کنند، بدون آنکه به ابزارهای محدود و غیرقابل اعتماد سنتی که اقدامات پیشگیرانه يا اصلاحی طراح

 .(Beigi et al., 2016: 18) وابسته باشند

های نادرست، شايعات داده. هايی همراه استکاربرد هوش مصنوعی در شناسايی عملیات روانی با چالش

های ، سوگیریهمچنین. ايت کنندها را به سمت نتايج اشتباه هدتوانند الگوريتمکننده میو اطلاعات گمراه

های اجتماعی يا اشتباه در های يادگیری ماشین ممکن است باعث ناديده گرفتن برخی گروهذاتی مدل

های اخلاقی قوی ضروری بنابراين، نظارت انسانی، آموزش مستمر و چارچوب. تفسیر محتوای محلی شود

 .(Stanley, 2020: 41) ستفاده مصون بماندها از دستکاری و سوءااست تا استفاده از اين فناوری

نظیر برای تحلیل و شناسايی عملیات روانی ديجیتال های هوش مصنوعی ابزاری بیدر پايان، الگوريتم

بینی اثرات و شناسايی تهديدات شناختی را دارند و با ترکیب آنها با آنها توانايی کشف الگوها، پیش. هستند

توان از آنها برای حفظ امنیت اجتماعی و افزايش شفافیت خلاقی، میهای اتخصص انسانی و چارچوب

 .استفاده کرد

 ها و جنگ شناختیفیکهای مجازی، دیپربات. 3-3-3

شود؛ بلکه ای محدود نمیهای متنی و رسانهدر دنیای ديجیتال امروز، عملیات روانی تنها به پیام

ابزارهای اصلی جنگ شناختی  (Deepfakes) هافیکپدي و های مجازیرباتای چون های پیچیدهفناوری

گیری شود که با هدف تغییر ادراک، تصمیمای گفته میيافتههای سازمانجنگ شناختی به تلاش. هستند

توانند باورها و احساسات عمومی را در مقیاس وسیع تحت اين ابزارها می. گیردها انجام میو رفتار انسان

 .(Rid, 2020: 152) ی به صورت پنهان به هدايت افکار عمومی بپردازندتأثیر قرار دهند و حت

 های مجازیربات ((Social Bots، های اجتماعی های انسانی را در شبکهافزارهايی هستند که فعالیتنرم

منفی  ها را بازنشر کنند، نظرات مثبت ياتوانند محتوا تولید کنند، پیامها میاين ربات. کنندسازی میشبیه

در عملیات روانی، اين . ای از اطلاعات هدفمند را ايجاد کنندهای گستردهمنتشر کنند و به اين ترتیب موج

گیری افکار عمومی را تغییر داده، نقاط بحرانی را تقويت کنند و حتی حس اضطراب و ها قادرند جهتربات

 .(Ferrara et al., 2016: 235) ترس جمعی را افزايش دهند

 هافیکپدي (Deepfakes،)  فناوری تولید محتوای صوتی و تصويری جعلی هستند که بسیار واقعی به

صورت ويدئوهايی منتشر شوند که ظاهراً سخنان توانند بهها میفیکدر جنگ شناختی، ديپ. رسندنظر می

باعث سردرگمی،  انتشار چنین محتوايی. کنندافراد مشهور، سیاستمداران يا کارشناسان را بازسازی می

مسئول تولید اين محتوا  های يادگیری عمیقالگوريتم. شودتضعیف اعتماد عمومی و تشويش ذهنی می

 & Chesney) هستند و در ترکیب با هوش مصنوعی، قابلیت ايجاد سناريوهای پیچیده و چندلايه را دارند

Citron, 2019: 110). 

 ايجاد  ر قدرتمندی برای عملیات روانی و جنگ شناختیابزاها، فیکهای مجازی و ديپترکیب ربات

های اطلاعاتی هماهنگ و تحريک احساسات با اين ترکیب، امکان ايجاد اخبار جعلی متحرک، موج. کندمی

المللی به کار گرفته اين روش به ويژه در مواقع بحران، انتخابات و منازعات بین. شودمخاطبان فراهم می

 .(West, 2019: 75) کاری کندمی را هدايت و حتی دستشود تا افکار عمومی

 فیک و های شناسايی ديپها، الگوريتمبرای مقابله با اين فناوری :ها و شناسايی تهديداتالگوريتم
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ها با بررسی الگوهای تصويری، صوتی و رفتاری، محتوای اين الگوريتم. اندها توسعه يافتهتحلیل رفتار ربات

های های اجتماعی امکان شناسايی و حذف حسابعلاوه بر آن، تحلیل شبکه. دهندمی جعلی را تشخیص

 .(Kumar et al., 2020: 88) کندهای اطلاعاتی مخرب جلوگیری میکند و از انتشار موجرباتیک را فراهم می

ها و اتاستفاده از رب. همچنان وجود دارند های اخلاقی و حقوقیچالشهای فناوری، با وجود پیشرفت

تواند نقض حقوق انسانی، تضعیف اعتماد اجتماعی و تهديد امنیت ها برای هدايت افکار عمومی میفیکديپ

گیرانه و نظارت مستمر ضروری است تا از سوءاستفاده های قانونی، مقررات سختبنابراين چارچوب. ملی باشد

 .(Stanley, 2020: 55) و پیامدهای منفی جلوگیری شود

توانند به طور ها ابزارهای نوين جنگ شناختی هستند که میفیکهای مجازی و ديپت، رباتدر نهاي

استفاده مسئولانه، شفافیت و آموزش عمومی به کاربران . کاری کنندمؤثر افکار عمومی را هدايت يا دست

های هوش وريتمها کمک کند و همزمان، الگتواند به کاهش اثرات مخرب اين فناوریهای اجتماعی میشبکه

 .کنندمصنوعی امکان شناسايی و مقابله با تهديدات را فراهم می

 محورابزارهای مقابله اطلاعاتی هوش. 3-3-4

در عصر ديجیتال، عملیات روانی و جنگ شناختی ديگر تنها محدود به انتشار اطلاعات نیست؛ بلکه 

ابزارهای مقابله . اين تهديدات کمک کنند توانند به مقابله فعال باابزارهای پیشرفته هوش مصنوعی می

ها هستند که قادرند ای از فناوریمجموعه(، AI-driven Counter-Information Tools) محوراطلاعاتی هوش

 های اطلاعاتی مخرب را شناسايی، تحلیل و محدود کنندهای مجازی و موجها، رباتفیکاخبار جعلی، ديپ

(Bradshaw et al., 2021: 42). 

 فیکشناسايی محتوای جعلی و ديپ. 1

توانند الگوهای غیرطبیعی در ويدئوها و های عصبی مصنوعی میهای يادگیری عمیق و شبکهالگوريتم 

ها، تغییرات نور و صدا، ها با بررسی جزئیات چهره، حرکت لباين الگوريتم. ها را تشخیص دهندصوت

تواند محتوای متنی را از نظر سبک هوش مصنوعی می. ندکنمحتوای جعلی را با دقت بالا شناسايی می

 .(Chesney & Citron, 2019: 115) نوشتاری، سازگاری با منابع معتبر و الگوهای انتشار تحلیل کند

 هاهای اجتماعی و رباتتحلیل شبکه. 2

های ، حسابشناسايی رفتارهای رباتیک جهتهای اجتماعی را محور قادرند شبکهابزارهای مقابله هوش 

های ها شامل شناسايی خوشهاين تحلیل. های اطلاعاتی مخرب تحلیل کنندشده و انتشار موجهماهنگ

 .(Ferrara et al., 2016) ها بر افکار عمومی استبرداری از نفوذگرها و ارزيابی تأثیر پیاممحتوايی، نقشه

 بینی و هشداردهیپیش. ۳

کاوی و تحلیل الگوهای رفتاری، نقاط بحرانی احتمالی را د با دادهتواننهای هوش مصنوعی میالگوريتم 

دهد پیش از اينکه موج اطلاعاتی مخرب تأثیر گیرندگان امکان میاين قابلیت به تصمیم. بینی کنندپیش

های مرتبط با بحران برای مثال، افزايش ناگهانی واژه. های مناسب انجام دهندمنفی بر جامعه بگذارد، واکنش

 .(Kumar et al., 2020: 90) تواند هشداردهنده باشديا نارضايتی می

 آموزش و ارتقای سواد ديجیتال. 4

های تحلیلی توانند با ارائه گزارشمحور تنها محدود به شناسايی نیستند؛ بلکه میابزارهای مقابله هوش 
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آموزش . ا بهتر تشخیص دهندهای عملی، به کاربران و مسئولان کمک کنند تا محتوای مشکوک رو توصیه

 .(West, 2019) دهدرسانی در سطح جامعه، اثرگذاری عملیات روانی را کاهش میای و اطلاعسواد رسانه

 هاها و محدوديتچالش. ۵

ها الگوريتم. های فناوری، مقابله کامل با عملیات روانی و اطلاعات مخرب ممکن نیستبا وجود پیشرفت 

های نوينی کنندگان همیشه راهدرستی عمل نکنند و سوءاستفادهجديد يا پیچیده بهتوانند با محتوای می

های اخلاقی علاوه بر اين، محدود کردن محتوای مخرب با چالش. کنندبرای انتشار محتوای جعلی پیدا می

 .(Stanley, 2020: 60) و حقوقی مواجه است و ممکن است به محدوديت آزادی بیان منجر شود

 دیبنجمع

محور نقش حیاتی در محافظت از افکار عمومی، کاهش تأثیر اخبار ابزارهای مقابله اطلاعاتی هوش 

ها ها با شناسايی تهديدات، تحلیل دادهاين فناوری. های شناختی دارندها و مديريت بحرانفیکجعلی و ديپ

اما استفاده مؤثر از اين ابزارها . کنندو هشداردهی پیشگیرانه، امکان واکنش سريع و هوشمند را فراهم می

های قانونی و اخلاقی است تا تعادل میان امنیت اطلاعات و نیازمند ترکیبی از فناوری، آموزش، چارچوب

 .آزادی بیان حفظ شود

 های اخلاقی موردنیازآینده عملیات روانی و چارچوب. 3-3-5

عی، واقعیت افزوده، واقعیت مجازی هوش مصنودر آينده نزديک، عملیات روانی بیش از پیش به سمت 

اين روند، توانايی دستکاری افکار عمومی و تأثیرگذاری بر . حرکت خواهد کرد های تعاملیو رسانه

های بنابراين، لازم است چارچوب. (Moravec, 2021: 102) دهدهای فردی و جمعی را افزايش میگیریتصمیم

 .ها ايجاد شوندسوءاستفاده از اين فناوری اخلاقی، قانونی و مديريتی برای مقابله با

 :روندهای نوين عملیات روانی. 1

 ها را تولید، انتشار دهند و مخاطبان طور خودکار پیامتوانند بهها میالگوريتم :هوش مصنوعی پیشرفته

ی را توان رفتارهای جمعداده و تحلیل احساسات، میهای کلانبا ترکیب داده. گیری کنندخاص را هدف

 .(Bradshaw et al., 2021: 52) بینی و تحت تأثیر قرار دادپیش

 سازی شده و تعامل واقعیت مجازی های شبیهاستفاده از محیط: های تعاملی و واقعیت مجازیرسانه

ان اين ابزارها امک. ها را تغییر دهدهای آنتواند افراد را در سناريوهای مصنوعی قرار دهد و باورها و نگرشمی

 .کنندهای ساختگی را فراهم میالقای حس واقعی بودن موقعیت

 های خبری را در لحظه های هوشمند قادرند موجها و پلتفرمالگوريتم :های اجتماعی نسل آيندهشبکه

 .مديريت کنند و با تحلیل رفتار کاربران، تأثیرگذاری را افزايش دهند

 :نیاز به چارچوب اخلاقی. 2

 :ها، رعايت اصول اخلاقی ضروری استرت بالای اين فناوریبا توجه به قد

 ها بر اطلاعات خود مطلع باشندکاربران بايد از حضور و تأثیر الگوريتم :رسانیشفافیت و اطلاع. 

 اعمال تغییرات روانی مصنوعی بر افکار و رفتار افراد بايد تحت قوانین  :محدوديت دستکاری شناختی

 .استفاده جلوگیری گرددمحدود شود تا از سوء
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 های شخصی و رفتاری کاربران نبايد بدون رضايت مورد استفاده قرار گیرندداده :حفظ حريم خصوصی 

(Stanley, 2020: 85). 

 ها بايد تحت کنترل انسان باشند و امکان بازبینی تصمیمات الگوريتم: پاسخگويی و نظارت انسانی

 .ماشینی فراهم گردد

 :گذاریو سیاستنقش قوانین . ۳

های حقوقی المللی برای مقابله با عملیات روانی در فضای ديجیتال، مشابه چارچوبتدوين قوانین بین

 .جنگ و امنیت، ضروری است

های ديجیتال و هوش مصنوعی، جهت تضمین رعايت های مستقل برای نظارت بر فعالیتايجاد سازمان

 .سیاسی و اقتصادی هایاصول اخلاقی و جلوگیری از سوءاستفاده

ای های سواد رسانهآموزش و توانمندسازی جامعه در شناسايی و مقابله با عملیات روانی از طريق برنامه

 .های ديجیتالو مهارت

 :هاافزايی فناوریانداز جهانی و همچشم. 4

 .ترده و هماهنگها به منظور مقابله با تهديدات گسها و الگوريتمالمللی برای تبادل دادههمکاری بین

توسعه ابزارهای هوش مصنوعی با قابلیت شناسايی محتوای جعلی، تحلیل احساسات و رهگیری 

 .ای به شکل چندلايهنفوذگران شبکه

گذاران و های شناختی پیش از وقوع، تا سیاستبینی بحرانسازی و پیشايجاد سناريوهای شبیه

 .باشندها بتوانند واکنش سريع و مناسب داشته سازمان

 فصل سوم بندیجمع
های اجتماعی هوشمند و هوش مصنوعی های پیشرفته، شبکهآينده عملیات روانی، ترکیبی از فناوری

های اخلاقی، اما بدون ايجاد چارچوب. دهدخواهد بود که توانايی تأثیرگذاری بر جامعه را به شدت افزايش می

. رهای خطرناک برای دستکاری افکار عمومی تبديل شودتواند به ابزاحقوقی و مديريتی، اين توانايی می

ها ايجاد تعادل میان نوآوری، امنیت، آزادی بیان و شفافیت، کلید استفاده سالم و مسئولانه از اين فناوری

  .(Moravec, 2021: 120; Bradshaw et al., 2021: 60) است
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 فصل چهارم:
 امنیت سایبری، هوش مصنوعی و سیاست جهانی

 

 ه:مقدم
های ثبات سیاسی و اقتصادی کشورها ترين مؤلفهدر جهان معاصر، امنیت سايبری به يکی از اصلی

ای برای سابقههای بیهای ديجیتال و به ويژه هوش مصنوعی، هرچند فرصتظهور فناوری. تبديل شده است

ن تهديدات جديدی را زماتوسعه ارتباطات، مديريت اطلاعات و تسهیل ديپلماسی فراهم کرده است، اما هم

المللی، در مواجهه با حملات پیچیده و های بینهای سايبری دولتی و سازمانسیستم. نیز ايجاد کرده است

اين تهديدات تنها . اندهای خود ناگزير شدهگذاریهای امنیتی و سیاستهدفمند، به بازتعريف استراتژی

ند شامل دستکاری اطلاعات، عملیات روانی ديجیتال، تواها نیست، بلکه میمحدود به نفوذ و سرقت داده

 .گیری سیاسی کشورها باشدهای حیاتی و حتی تأثیرگذاری بر روند تصمیماختلال در زيرساخت

توانند های هوشمند میاز يک سو، الگوريتم: کندای ايفا میهوش مصنوعی در اين زمینه نقش دوگانه

های فوری ارائه دهند؛ از سوی ديگر، همان مقابله کنند و واکنش بینی، شناسايی وحملات سايبری را پیش

ويژه زمانی که در دست ای برای حملات سايبری تبديل شوند، بهها ممکن است به ابزارهای پیچیدهالگوريتم

ن بنابراين، توازن میا. های سیاسی قرار گیردها با انگیزهای يا حتی دولتهای غیردولتی، هکرهای حرفهگروه

های سیاست ترين چالشهای آن، يکی از اصلیبرداری مثبت از هوش مصنوعی و مقابله با سوءاستفادهبهره

 .جهانی در عصر ديجیتال است

توانند با سرعت نور از افزون بر آن، فضای سايبری محدود به مرزهای جغرافیايی نیست و حملات می

کند و هیت جهانی تهديدات سايبری را برجسته میاين ويژگی ما. يک کشور به کشور ديگر منتقل شوند

های قانونی مشترک را به يک ضرورت تبديل المللی، تبادل اطلاعات و ايجاد چارچوبلزوم همکاری بین

اند تا مقرراتی تدوين کنند که ضمن های چندجانبه، در تلاشالمللی و پیمانهای بینسازمان. کندمی

 .طلاعات و حقوق ديجیتال شهروندان را نیز تضمین نمايدها، آزادی احفاظت از زيرساخت

اند که هر در نهايت، امنیت سايبری، هوش مصنوعی و سیاست جهانی يک مثلث تعاملی ايجاد کرده

درک کامل اين تعاملات و ارائه راهکارهای علمی، . کندها، ساير اضلاع را نیز متاثر میتغییر در يکی از ضلع

اين . نیاز حفظ ثبات سیاسی، اقتصادی و اجتماعی در جهان ديجیتال امروز استپیشقانونی و فناورانه، 

های قانونی، تصويری جامع از آينده امنیت سايبری ها و چارچوبفصل قصد دارد با تحلیل تهديدات، فرصت

 .و نقش هوش مصنوعی در سیاست جهانی ارائه دهد

 تهدیدات سایبری علیه دیپلماسی دیجیتال. 4-1
ها نیست، عصر ديجیتال، ديپلماسی ديگر محدود به ديدارهای حضوری يا مکاتبات رسمی بین دولتدر 

ای برای سابقههای بیاين تحول، فرصت. های ارتباطی و بسترهای آنلاين منتقل شده استبلکه به شبکه
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ا همزمان المللی فراهم کرده، امهای رسمی و ايجاد تعاملات بینتسريع ارتباطات، انتشار پیام

المللی و حتی های بینها، سازماننهادهای دولتی، سفارتخانه. های جديدی ايجاد کرده استپذيریآسیب

ها و اطلاعات توانند نه تنها دادههای دولتی، در معرض حملات سايبری پیچیده قرار دارند که میشرکت

المللی کشورها و اعتماد عمومی را نگیری سیاسی، تصوير بیحساس را هدف قرار دهند، بلکه روند تصمیم

 .(Andress & Winterfeld, 2013: 14) نیز تحت تأثیر قرار دهند

های داخلی، سرقت اطلاعات توانند شامل نفوذ به شبکهحملات سايبری علیه ديپلماسی ديجیتال می

. افکار عمومی باشندای، و حتی عملیات روانی و دستکاری های ارتباطی و رسانهمحرمانه، اختلال در شبکه

ها و ابزارهای هوشمند طراحی شده برای فیکاين تهديدات اغلب با استفاده از بدافزارها، فیشینگ، ديپ

توانند با های غیر دولتی و بازيگران غیردولتی میهمچنین، گروه. شوندانتشار اطلاعات نادرست انجام می

، فشار سیاسی يا اقتصادی ايجاد کرده و تلاش کنند تا های اجتماعی و ابزارهای ديجیتالاستفاده از شبکه

 .(Rid, 2020: 82) ديپلماسی رسمی کشورها را مختل کنند

های اصلی در مقابله با تهديدات سايبری، سرعت و عدم محدوديت جغرافیايی اين يکی از پیچیدگی

گر منتقل شود و تواند از يک کشور به سرعت به کشورهای دييک عملیات سايبری می. حملات است

عنوان های يادگیری ماشین بهدر اين شرايط، هوش مصنوعی و الگوريتم. نهادهای نظارتی را غافلگیر کند

ها نیز با اين حال، استفاده از اين فناوری. اندبینی و شناسايی تهديد، نقش حیاتی پیدا کردهابزارهای پیش

تفاده احتمالی از آنها محدود شود و تعادل میان های اخلاقی و حقوقی است تا سوءاسنیازمند چارچوب

 .(Anderson, 2021: 57) امنیت، شفافیت و آزادی اطلاعات حفظ گردد

های آنلاين و ابزارهای هوشمند، بستر جديدی گیری از شبکهدر مجموع، ديپلماسی ديجیتال با بهره

سايبری و عملیات روانی ديجیتال، يکی المللی ايجاد کرده است، اما در عین حال تهديدات برای تعامل بین

شناخت دقیق اين تهديدات و . شوندهای پیش روی سیاست جهانی محسوب میترين چالشاز پیچیده

نیاز حفظ ثبات سیاسی و اقتصادی و موفقیت ديپلماسی طراحی راهکارهای امنیتی و قانونی جامع، پیش

 .ديجیتال در جهان معاصر است
 هدفمند علیه نهادهای دولتیحملات سایبری . 4-1-1

ترين تهديدات علیه ترين و گستردهحملات سايبری هدفمند علیه نهادهای دولتی يکی از پیچیده

های هکری اين حملات اغلب توسط بازيگران دولتی، گروه. شوندديپلماسی ديجیتال محسوب می

هدف . شونداسی يا ايدئولوژيک انجام میهای اقتصادی، سیيافته يا حتی بازيگران غیردولتی با انگیزهسازمان

ثباتی در اصلی اين حملات، دسترسی به اطلاعات محرمانه، مختل کردن عملیات داخلی، و ايجاد بی

 .(Rid, 2020: 85) های سیاسی استگیریتصمیم

انجام  حملات پیچیده چندلايهدر بسیاری از موارد، حملات سايبری علیه نهادهای دولتی به صورت 

ها، و های داخلی، جاسوسی ديجیتال، سرقت ايمیلاين حملات ممکن است شامل نفوذ به شبکه. شودمی

از جمله . های حیاتی را مختل کنندتوانند عملکرد سرورها و سیستمحتی انتشار بدافزارهايی باشند که می

حملات فیشینگ (، Advanced Persistent Threats - APT) ابزارهای مورد استفاده، بدافزارهای پیشرفته

 .(Andress & Winterfeld, 2013: 22) هدفمند، و ابزارهای نفوذ شبکه است
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مهاجمان با تحلیل ساختار . است گیری دقیقسازی و هدفشخصیهای اين نوع حملات، يکی از ويژگی

به . کنندیها را شناسايی مسازمانی نهادهای دولتی و رفتار ديجیتال کارکنان، مسیرهای نفوذ به سیستم

های های جعلی با محتوای مرتبط با وظايف روزانه کارکنان يا دعوت به بازديد از لینکعنوان مثال، ايمیل

ها نه تنها اطلاعات محرمانه را به اين تاکتیک. های داخلی را هدف قرار دهندتوانند کل سیستمآلوده، می

 .کننددهد را نیز تخريب میاز خود ارائه می اندازند، بلکه اعتماد عمومی و تصويری که دولتخطر می

. يکی ديگر از اهداف اين حملات است اختلال در عملیات ديجیتالها، در کنار نفوذ و سرقت داده

های رسمی يا توقف فعالیت سايتهای آنلاين، از دسترس خارج شدن وبهای موقتی در سرويساختلال

گیری و ايجاد آشفتگی در دی شهروندان، کاهش کارايی تصمیماعتماتواند باعث بیهای داخلی میسیستم

مدت باشند، اثرات بلندمدتی بر ديپلماسی ديجیتال و چنین اختلالاتی، حتی اگر کوتاه. فضای سیاسی شود

 .(Anderson, 2021: 62) المللی خواهند داشتتعاملات بین

ديگر از ابزارهای تهديد علیه نهادهای  همراه با حملات سايبری، يکی عملیات روانی ديجیتالهمچنین، 

های اجتماعی، انتشار اطلاعات نادرست، دستکاری اخبار و هدايت افکار عمومی در شبکه. دولتی است

های فوری و تواند تصمیمات سیاسی را تحت تأثیر قرار دهد و سیاستمداران را مجبور به واکنشمی

بینی و توانند هم به عنوان ابزار پیشادگیری ماشین میدر اين زمینه، هوش مصنوعی و ي. غیرمطلوب کند

 .تر استفاده شوندای برای اجرای حملات پیچیدهشناسايی تهديدها و هم به عنوان وسیله

هستند که شامل  ساختارهای امنیت سايبری پیشرفتهها نیازمند برای مقابله با اين تهديدات، دولت

های قانونی حفاظتی ها و چارچوبرينگ بلادرنگ، رمزنگاری دادهمانیتو(، IDS) های تشخیص نفوذسامانه

همچنین، آموزش و افزايش آگاهی کارکنان نهادهای دولتی، نخستین خط دفاعی در برابر حملات . باشد

بینی و کاهش خسارات تواند به پیشهای عملیاتی نیز میسازی و تمريناستفاده از شبیه. هدفمند است

 .احتمالی کمک کند

در نهايت، حملات سايبری هدفمند علیه نهادهای دولتی، نه تنها تهديدی برای امنیت اطلاعات و 

گیری، برای نفوذ به فرآيندهای تصمیم تربخشی از يک جنگ سايبری گستردهها هستند، بلکه سیستم

اين  در. شونداقتصادی بر کشورها محسوب می-مختل کردن ديپلماسی ديجیتال و افزايش فشار سیاسی

 .شرايط، استفاده ترکیبی از فناوری، سیاست و آموزش انسانی، کلید مقابله مؤثر با اين تهديدات خواهد بود

 های حساس سیاسی و اقتصادینفوذ و سرقت داده. 4-1-2

ترين تهديدات های حساس سیاسی و اقتصادی، يکی از پیچیدههای دولتی و سرقت دادهنفوذ به شبکه

ها شامل اطلاعات محرمانه درباره مذاکرات اين داده. ت ملی و ديپلماسی ديجیتال استسايبری علیه امنی

تواند گذاری است که در صورت افشا، میهای مالی، و اسناد سیاستهای اقتصادی، گزارشالمللی، برنامهبین

ترين از مهم. (Kshetri, 2017: 112)به نفع بازيگران خارجی و علیه منافع داخلی مورد استفاده قرار گیرد

مهاجمان اغلب از نفوذهای . است هاهدفمند بودن و دسترسی بلندمدت به شبکههای اين نوع حملات، ويژگی

نفوذهای . پذير کنندها را بدون جلب توجه آسیبکنند تا سیستمدامنه و فازبندی شده استفاده میکم

برای مخفی ماندن و استخراج  (rootkit) ای روتکیتپیچیده شامل نصب بدافزارهای پیشرفته، استفاده از ابزاره
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 .(Von Solms & Van Niekerk, 2013: 45) باشندمیها در زمان طولانی داده

های حساس بازار، روندهای تجاری و توانند با دسترسی به دادهمی بازيگران اقتصادیاز سوی ديگر، 

های تجاری يا افشای اطلاعات درباره سیاستبرای مثال، . قراردادهای کلان را تحت تاثیر قرار دهند

گذاران و ايجاد اختلال تواند باعث نوسان بازارها، کاهش اعتماد سرمايهای يک کشور میتصمیمات بودجه

دهد که حملات سايبری صرفاً تهديد امنیتی نیست، بلکه يک ابزار اين موضوع نشان می. در اقتصاد شود

 .(Anderson & Moore, 2020: 88) شودمحسوب می نیز سیاستگذاری و فشار اقتصادی

های سرقت شده داده. است پراکنیترکیب نفوذ با عملیات روانی و شايعهيکی ديگر از خطرات مهم، 

ها منتشر شوند تا جو عمومی علیه نهادهای های اجتماعی يا رسانهصورت انتخابی در شبکهممکن است به

هم از نظر امنیت : کنداين روش، تهديدی دوگانه ايجاد می. گیردهای اقتصادی شکل دولتی يا سیاست

 .ها و هم از نظر اعتماد عمومی و سیاست داخلیداده

رمزنگاری پیشرفته، مديريت دسترسی مبتنی بر نقش، ها، استفاده از برای مقابله با نفوذ و سرقت داده

های هوشمند سیستم. ضروری است ذهای مانیتورينگ بلادرنگ و هوش مصنوعی برای تشخیص نفوسیستم

. توانند الگوهای دسترسی غیرمعمول و رفتارهای مشکوک را شناسايی و اقدامات پیشگیرانه را فعال کنندمی

ها دارند و نقش حیاتی در حفاظت از داده المللیهای بینهای قانونی و پروتکلچارچوبعلاوه بر فناوری، 

 .الملل پاسخگو باشندر چارچوب حقوق بینکنند که بازيگران خارجی دتضمین می

کند، بلکه های حساس نه تنها امنیت سیاسی و اقتصادی را تهديد میدر نهايت، نفوذ و سرقت داده

مقابله مؤثر با اين تهديد . اندازدرا نیز به خطر می المللیاعتماد عمومی، ديپلماسی ديجیتال و ثبات بین

المللی است تا رفته، قوانین سختگیرانه، آموزش انسانی و همکاری بینافزايی بین فناوری پیشمستلزم هم

 .های حساس، امن و قابل اعتماد باقی بمانندهای حیاتی و دادهشبکه

 ایهای ارتباطی و رسانهاختلال در شبکه. 4-1-3

که ای يکی از تهديدات اصلی علیه ديپلماسی ديجیتال است های ارتباطی و رسانهاختلال در شبکه

توانند ها میاين اختلال. رسانی عمومی و عملکرد نهادهای دولتی را مختل کندتواند امنیت ملی، اطلاعمی

های قطعی اينترنت، دستکاری پهنای باند يا هک سیستم(، DDoS) شده انکار سرويسحملات توزيعبه شکل 

 .(Böhm et al., 2018: 203) رسانی رخ دهندهای اطلاعای و شبکهحیاتی رسانه

ها با ارسال حجم عظیمی از ترافیک به سرورها، باعث کندی يا از کار افتادن سیستم DDoS حملات

اين حملات معمولاً . کنندها را فلج میها و رسانهها، بانکهای دولتی، بیمارستانشوند و عملکرد شبکهمی

ی سیاسی، انتخابات يا مذاکرات هاهستند تا در مواقع حساس مانند بحران بندی شدههدفمند و زمان

 .(Li et al., 2017: 89) المللی بیشترين اثرگذاری را داشته باشندبین

وقتی  .اعتماد عمومی را کاهش دهدتواند رسانی همچنین میهای اطلاعها و شبکهاختلال در رسانه

برای شايعات و انتشار  مردم به دلیل قطعی يا کندی شبکه، از دريافت اطلاعات رسمی محروم شوند، زمینه

های سیاسی، اقتصادی يا بهداشتی اهمیت ويژه در مواقع بحراناين موضوع به. يابداخبار جعلی افزايش می

 Brennen) شودمی های هیجانیهای نادرست و واکنشگیریتصمیميابد، زيرا فقدان اطلاعات معتبر باعث می

et al., 2020: 14). 



 هوش مصنوعی و ديپلماسی ديجیتال 

 

73 

 

در اين حالت، مهاجمان يا . است ای و سانسور ديجیتالدستکاری رسانهل، يکی ديگر از اشکال اختلا

اين نوع . دهند تا پیام مطلوب خود را القا کنندحتی بازيگران داخلی، محتواهای خاص را حذف يا تغییر می

وگوی تکند، بلکه توانايی ديپلماسی ديجیتال برای ايجاد گفرسانی را محدود میتهديد، نه تنها آزادی اطلاع

 .دهدالمللی و همکاری را نیز کاهش میبین

و  هارمزنگاری داده(، redundant networks) های پشتیبانشبکهبرای مقابله با اين تهديدات، استفاده از 

الگوهای غیرعادی  تواندهوش مصنوعی می. ضروری است های تشخیص خودکار نفوذ و اختلالسیستم

. را شناسايی و اقدامات پیشگیرانه را فعال کند های دستکاری شبکهلاشهای مشکوک و تترافیک، فعالیت

برای پاسخگويی به حملات سايبری فراملی  المللی و استانداردهای حقوقیهمکاری بینعلاوه بر فناوری، 

 .اهمیت بالايی دارد

کند، بلکه ل میها را مختای نه تنها عملکرد سازمانهای ارتباطی و رسانهدر نهايت، اختلال در شبکه

. منجر شود المللیهای بینفقدان اعتماد عمومی، ضعف ديپلماسی ديجیتال و افزايش تنشتواند به می

های قانونی، آموزش انسانی و همکاری فناوری پیشرفته، چارچوبمقابله مؤثر با اين تهديد نیازمند همزمانی 

 .اعتماد باقی بمانند ها همواره امن و قابلها و رسانهاست تا شبکه چندجانبه

 عملیات روانی دیجیتال و دستکاری افکار عمومی. 4-1-4

فضای های رسمی نیست؛ بلکه در عصر ديجیتال، عملیات روانی ديگر محدود به تبلیغات سنتی يا بیانیه

اين نوع . اندتبديل به میدان اصلی نبرد اطلاعاتی شده های اجتماعی و ابزارهای هوشمندآنلاين، شبکه

سازی و دستکاری ها، القای ترس، ايجاد قطبیدهی به نگرشهای هدفمند برای شکلتلاشعملیات شامل 

 .(Corner & Pels, 2020: 112) شودمی افکار عمومی

 :ای استعملیات روانی ديجیتال معمولاً چند مرحله

های اجتماعی ان، گروههای اجتماعی و رفتار کاربرداده، شبکهبا تحلیل کلان :شناسايی مخاطب هدف. 1

 .شوندحساس شناسايی می

شود که بتواند احساسات محتوای متنی، تصويری، ويدئويی يا تعاملی طراحی می :تولید محتوا و پیام. 2

سازی کرده و اثربخشی آنها را ها را شخصیتوانند پیامهای هوش مصنوعی میمدل. مخاطب را تحريک کند

 .افزايش دهند

های خودکار برای رسیدن های مجازی و حسابهای اجتماعی، رباتاستفاده از شبکه :ندانتشار هدفم. ۳

 .های مشخص و افزايش انتشار محتوابه گروه

اطلاعات معتبر و . است های واقعی و جعلیدادهاين عملیات، همگرايی با  های اصلیپیچیدگیيکی از 

. شوند تا تشخیص حقیقت برای مخاطب دشوار شودیشده ترکیب مهای دستکاریقابل اعتماد به همراه داده

های سیاسی، اقتصادی ويژه در بحرانشود، بهمی سازی اجتماعیاعتمادزدايی عمومی و قطبیاين امر باعث 

 .(Benkler et al., 2018: 45) يا بهداشتی

 :هوش مصنوعی نقش محوری در اين حوزه دارد

 ها را توانند رفتار کاربران، سرعت انتشار محتوا و واکنشیها مالگوريتم :شناسايی الگوهای رفتاری
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 .تحلیل کنند

 ای بهینه کنند که ها را به گونهتوانند پیامبینی میهای پیشمدل :رسانیسازی سناريوهای پیامشبیه

 .بیشترين تأثیر روانی را داشته باشند

 ها قادر های عصبی، سیستمیق و شبکهگیری از يادگیری عمبا بهره :تشخیص اخبار جعلی و شايعات

 .شده قبل از انتشار گسترده هستندبه شناسايی محتوای دستکاری

ها، آموزش فناوری پیشرفته، قوانین حمايت از دادههمزمان، مقابله با عملیات روانی ديجیتال نیازمند 

ش مصنوعی نیز اهمیت های اخلاقی برای استفاده از هوچارچوب. است المللیای و همکاری بینرسانه

 .(Gorwa et al., 2020: 77) محدود شود دستکاری غیرقانونی يا غیراخلاقی افکار عمومیای دارند تا ويژه

در نتیجه، عملیات روانی ديجیتال نه تنها تهديدی برای امنیت داخلی و خارجی کشورهاست، بلکه 

مقابله مؤثر . کندرا فراهم می های اجتماعیامکان تغییر رفتار جمعی، هدايت افکار عمومی و ايجاد بحران

های اطلاعاتی سالم، شفاف نیازمند هماهنگی میان فناوری، سیاست، حقوق و آموزش جامعه است تا شبکه

 .و قابل اعتماد باقی بمانند

 هاها و زیرساختنقش هوش مصنوعی در امنیت داده. 4-2
های ديجیتال، ها به زيرساختگی جوامع و دولتها و نیز وابستدر عصر ديجیتال، حجم و تنوع داده

های حیاتی زيرساخت. های سیاست جهانی تبديل کرده استترين حوزهامنیت اطلاعات را به يکی از حیاتی

شوند که هرگونه های مالی و دولت الکترونیک میهای انرژی، حمل و نقل، ارتباطات، شبکهشامل سیستم

 واند پیامدهای جدی اقتصادی، اجتماعی و سیاسی به همراه داشته باشدتها میاختلال يا نفوذ در آن

(Buczak & Guven, 2015: 210) .ای برای تحلیل، شناسايی عنوان ابزار پیشرفتهدر اين زمینه، هوش مصنوعی به

 .دهی خودکار، نقش محوری يافته استتهديدات و پاسخ

ای و های شبکهرند الگوهای پیچیده در دادههای يادگیری ماشین و يادگیری عمیق قادالگوريتم

بینی کنند و حتی حملات سايبری را های ديجیتال را شناسايی کنند، تهديدات ناشناخته را پیشتراکنش

ها به کمک تحلیل رفتار کاربران، اين فناوری. (Sommer & Paxson, 2010: 124)قبل از وقوع متوقف سازند

ها را به طور قابل اند سطح امنیت زيرساخت، توانستهzero-day ینی حملاتبها، و پیششناسايی ناهنجاری

 .توجهی ارتقاء دهند

ها و های هوش مصنوعی در امنیت سايبری، قابلیت خودکارسازی واکنشترين ويژگیيکی از مهم

 هایهای دفاعی سنتی اغلب واکنشی و کند هستند، اما الگوريتمسیستم. گیری بلادرنگ استتصمیم

اين فرآيند نه تنها . بندی و فوراً پاسخ مناسب را اعمال کنندتوانند تهديدها را شناسايی، اولويتهوشمند می

های حیاتی را کاهد و سرعت واکنش سیستمکند، بلکه از بار کاری انسانی میبه کاهش خسارات کمک می

 .(Sharma et al., 2022: 89) بخشدبهبود می

ها، سوگیری داده. روستهايی نیز روبههوش مصنوعی در امنیت سايبری با چالشها، با وجود توانمندی

ها تواند باعث کاهش اثربخشی سیستمها میهای يادگیری و حملات متقابل علیه الگوريتمضعف در مدل

های اخلاقی، امنیت حريم خصوصی و مقررات ها نیازمند رعايت چارچوبگیری از اين فناوریبهره. شود
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 .(Russell et al., 2015) ها و نقض حقوق ديجیتال جلوگیری شودالمللی است تا از سوءاستفادهبین

ها، بلکه به ها و زيرساختدر نهايت، هوش مصنوعی نه تنها به عنوان ابزاری فنی برای دفاع از داده

بینی تهديدات، توانايی پیش. شودعنوان يک عنصر استراتژيک در امنیت ملی و سیاست جهانی شناخته می

ها، هوش مصنوعی را به ستون فقرات امنیت ها و ارتقای سطح محافظت زيرساختخودکارسازی پاسخ

 .سايبری مدرن تبديل کرده است

 بینی و شناسایی حملاتهای پیشالگوریتم. 4-2-1

. ترين وظايف استدر دنیای امنیت سايبری، شناسايی تهديدات پیش از وقوع يکی از حیاتی

اند تا توسعه يافته هوش مصنوعی و يادگیری ماشینبینی و شناسايی حملات بر پايه های پیشوريتمالگ

 ها را تسهیل نمايندبتوانند تهديدات شناخته شده و ناشناخته را به سرعت شناسايی کنند و واکنش به آن

(Sommer & Paxson, 2010: 124) .های مالی ی بزرگ، تراکنشهاهای پیچیده شبکهها در محیطاين الگوريتم

 .ها داده در زمان واقعی را دارا هستندهای حیاتی کاربرد دارند و توانايی پردازش میلیونو زيرساخت

 های مبتنی بر يادگیری ماشینالف( الگوريتم

 های بردار پشتیبانماشین(، ANNs) های عصبی مصنوعیشبکههای يادگیری ماشین مانند الگوريتم

(SVM ،)تصمیم درخت (Decision Trees) بندیهای خوشهو الگوريتم (Clustering)  برای شناسايی الگوهای

های غیرعادی مانند ورود غیرمجاز، نفوذ ها قادرند فعالیتاين الگوريتم. شوندها استفاده میمشکوک در داده

 .(Buczak & Guven, 2015) به سیستم و رفتارهای غیرمعمول کاربران را تشخیص دهند

 توانايی تشخیص الگوهای پیچیده و غیرخطی را دارند و برای شناسايی  :های عصبی مصنوعیشبکه

 .بسیار مفیدند zero-day حملات

 های نرمال و مخرب را از کنند که دادهبندهايی عمل میبه عنوان طبقه :های بردار پشتیبانماشین

 .کنندهم تفکیک می

 نظمییهای ببندی و الگوريتمخوشه(Anomaly Detection) :های شبکه رفتارهای غیرعادی و ناهنجاری

 .کنندرا شناسايی کرده و هشدار تولید می

 های يادگیری عمیق و پیشرفتهب( الگوريتم

 های عصبی کانولوشنیشبکهو  (Deep Learning) يادگیری عمیقهای با پیشرفت فناوری، الگوريتم

(CNN)  های بازگشتیشبکه و (RNN, LSTM)  برای شناسايی تهديدات پیچیده و تحلیل رفتار کاربران در

 :توانندها میاين الگوريتم. (Huang et al., 2021: 145) شوندسطح وسیع به کار گرفته می

 الگوهای حملات پیشرفته (APT – Advanced Persistent Threat) ،را تشخیص دهند 

 قیم هکرها را شناسايی کنند،های غیرمستنفوذهای پنهان و فعالیت 

 های توزيع شدهحملات در شبکه (Distributed Network) را تحلیل کنند. 

 
 

 دادهبینی بر پايه کلانهای پیشج( الگوريتم
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بینی، امکان شناسايی تهديدات آينده و الگوهای حمله را فراهم های پیشبا الگوريتم دادهکلانترکیب 

آوری شده جمعهای سرور، رفتار کاربران و اطلاعات شبکه به صورت توزيعش، لاگهای تراکنداده. آوردمی

 :Sharma et al., 2022) گیرندهای يادگیری ماشین و تحلیل آماری مورد پردازش قرار میشده و با الگوريتم

95). 

بر کاهش تأثیر حملات بالقوه و  بینی حملات احتمالی قبل از وقوعپیشها در مزيت اين روش

توانند های مالی میهای تحلیل شبکه و رديابی تراکنشبه عنوان مثال، الگوريتم. است های حیاتیسیستم

 .های مشکوک را قبل از وقوع سرقت اطلاعات يا پولی شناسايی کنندفعالیت

 هاها و محدوديتد( چالش

 ند و وجود اطلاعات نادرست يا های با کیفیت هستها نیازمند دادهالگوريتم :های نادرست و نويزداده

 .بینی را کاهش دهدتواند دقت پیشناقص می

 ها را هدف قرار داده و با ايجاد رفتارهای پیچیده، توانند الگوريتمهکرها می :هاحملات علیه الگوريتم

 .های شناسايی را فريب دهندسیستم

 سناريوهای جديد يا شرايط متفاوت،  ها ممکن است در مواجهه باالگوريتم :سوگیری و محدوديت مدل

 .خطا کنند؛ بنابراين نیاز به بازآموزی مداوم دارند

 گیرینتیجه

بینی و شناسايی حملات، ستون فقرات امنیت سايبری مدرن هستند و با توانايی های پیشالگوريتم

قش حیاتی در محافظت موقع، نشناسايی تهديدات ناشناخته، تحلیل رفتارهای غیرعادی و ارائه هشدارهای به

ها نیازمند رعايت با اين حال، توسعه و استفاده از اين الگوريتم. های حیاتی دارندها و زيرساختاز داده

 .های احتمالی جلوگیری شوداستفادهءِها و بروزرسانی مداوم است تا از سوهای اخلاقی، امنیت دادهچارچوب

 هوشمند ها و دفاع سایبریخودکارسازی واکنش. 4-2-2

های انسانی در عصر ديجیتال، سرعت واکنش به حملات سايبری به حدی حیاتی است که سیستم

 هوشمند ها و دفاع سايبریخودکارسازی واکنش. توانند به تنهايی پاسخگوی تهديدات پیچیده باشندنمی

کاهش خطای  های هوش مصنوعی و يادگیری ماشین، امکان کاهش زمان پاسخ،با استفاده از الگوريتم

 .(Pomerleau & Zuev, 2018: 212) کندهای حیاتی را فراهم میانسانی و تقويت امنیت زيرساخت

 الف( مفاهیم اصلی خودکارسازی دفاع

 :خودکارسازی دفاع سايبری شامل سه مرحله کلیدی است

 .دهندشخیص میها، حملات احتمالی را تای دادهها با تحلیل لحظهسیستم: شناسايی خودکار تهديد. 1

های هوش مصنوعی سناريوهای پاسخ را تحلیل کرده و الگوريتم :گیری مبتنی بر الگوريتمتصمیم. 2

 .کنندها را انتخاب میبهترين گزينه

شوند، اقدامات پیشگیرانه يا اصلاحی به طور خودکار اعمال می :اجرای واکنش به صورت خودکار. ۳

 & Chio) های در معرض خطرطع دسترسی يا قرنطینه سیستممانند مسدودسازی ترافیک مشکوک، ق

Freeman, 2018: 143). 

 شدههای استفادهها و روشب( فناوری

 های تشخیص نفوذ هوشمندسیستم(IDS/IPS): ها قادرند با استفاده از يادگیری ماشین، اين سیستم
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 .رفتارهای غیرمعمول را شناسايی کرده و به طور خودکار پاسخ دهند

 های دفاع سايبریربات(Cyber Defense Bots): های حیاتی را تحت نظر توانند شبکهها میاين ربات

 .شده واکنش نشان دهندريزیداشته و در برابر نفوذهای خودکار يا برنامه

 توانند رفتار کاربر و الگوهای های يادگیری عمیق میالگوريتم :بینی تهديداتتحلیل رفتاری و پیش

 .(Sarker et al., 2020: 77) بینی کرده و تهديدات بالقوه را شناسايی کنندافیک شبکه را پیشتر

 ج( مزايا

 رسدزمان بین شناسايی تهديد و واکنش به حداقل می :سرعت واکنش. 

 کنندها بدون خستگی و با دقت بالا عمل میسیستم :کاهش خطای انسانی. 

 توان به طور مؤثر کنترل کردای يا همزمان را میلات چندمرحلهحم :پیشگیری از تهديدات پیچیده. 

 توانند در برابر های انرژی و خدمات حیاتی میمراکز مالی، شبکه :های حیاتیبهبود امنیت زيرساخت

 .حملات مقاومت بیشتری داشته باشند

 هاها و محدوديتد( چالش

 امل ممکن است در مواجهه با حملات غیرمعمول يا خودکارسازی ک :هااتکای بیش از حد به الگوريتم

 .پیچیده شکست بخورد

 ها را هدف قرار دهند و با ايجاد توانند الگوريتممهاجمان می :های هوشمندحملات علیه سیستم

 .(Biggio & Roli, 2018: 567) ها را فريب دهندهای جعلی يا دستکاری مدل، واکنشورودی

 تواند موجب نقض حريم خصوصی يا اجرای اقدامات تصمیمات خودکار می: مسائل اخلاقی و قانونی

 .های قانونی و اخلاقی بايد تعريف شوندنادرست شود؛ بنابراين چارچوب

 گیرینتیجه

گیری از هوش مصنوعی و يادگیری ماشین، سطح بالايی از خودکارسازی دفاع سايبری هوشمند با بهره

اين فناوری، ستون فقرات محافظت از . آوردهديدات سايبری فراهم میامنیت و سرعت واکنش در برابر ت

با اين حال، نیاز به نظارت . شودهای حساس در عصر ديجیتال محسوب میهای حیاتی و دادهزيرساخت

 .های اخلاقی و قانونی، از ضروريات موفقیت اين رويکرد استها و چارچوبانسانی، بازآموزی مداوم الگوريتم

 هاهای اخلاقی و سوگیری الگوریتمچالش .4-2-3

ابعاد اخلاقی های فنی بلکه ها، نه تنها جنبهها و زيرساختدر استفاده از هوش مصنوعی برای امنیت داده

هايی ايجاد کنند نويسان، سوگیریها ممکن است بدون آگاهی برنامهالگوريتم. اهمیت حیاتی دارند و حقوقی

 :ها شامل چند حوزه کلیدی هستنداين چالش. لانه يا خطرناک شوندکه منجر به تصمیمات ناعاد
 

 الف( منابع سوگیری الگوريتمی

 شوند ممکن است ها استفاده میهايی که برای آموزش مدلداده :های آموزشی ناقص يا نابرابرداده

 هاگروه به نسبت هاتمالگوري شودمی باعث لهأمس اين. نباشند تهديد سناريوهای همه يا جمعیت کلنماينده 

 .(Friedman & Nissenbaum, 1996) اکنش ضعیف يا اشتباه نشان دهندو خاص سناريوهای يا
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 دهی نادرست يا معیارهای انتخاب شده فرض، وزنهای پیشگیریتصمیم :هاطراحی الگوريتم

 .توانند به سوگیری سیستماتیک منجر شوندمی

 های دفاع های دستکاری شده، سیستمتوانند با ورودیجمان میمها :هاحملات هدفمند علیه مدل

 .(Goodfellow et al., 2015: 443) ها را به واکنش اشتباه وادار کنندسايبری را فريب دهند و الگوريتم

 های اخلاقیب( چالش

 آوری حجم های هوشمند برای شناسايی تهديدات نیازمند جمعسیستم :حريم خصوصی و نظارت

 .تواند حريم خصوصی کاربران را تهديد کندها میاستفاده گسترده از داده. ها هستندی از دادهزياد

 شود، ها خودکار و بدون نظارت انسانی انجام میوقتی واکنش: پذيریتصمیمات خودکار و مسئولیت

 .شودتعیین مسئولیت در صورت اشتباه يا آسیب دشوار می

 های قانونی و حقوق شهروندی را اقدامات پیشگیرانه ممکن است آزادی :تعادل میان امنیت و آزادی

 .محدود کند؛ بنابراين، نیاز به تعادل دقیق بین امنیت و حقوق اساسی وجود دارد

 ج( رويکردهای کاهش سوگیری و رعايت اخلاق

 شفافیت الگوريتمی(Algorithmic Transparency): پارامترهای  ها ومستندسازی نحوه عملکرد الگوريتم

 .کندها را فراهم میآنها، امکان بررسی و تصحیح سوگیری

 روزرسانی شوند تا های جديد و متنوع بهها بايد با دادهالگوريتم :روزرسانی مداومبازآموزی و به

 .های قديمی کاهش يابندهای ناشی از دادهسوگیری

 نی باعث کاهش خطاهای فنی و اخلاقی گیری انساترکیب هوش مصنوعی با تصمیم :نظارت انسانی

 .شودمی

 آوری داده، واکنش خودکار المللی درباره جمعتدوين قوانین ملی و بین :های قانونی و اخلاقیچارچوب

 .(Jobin et al., 2019: 34) ها ضروری استو شفافیت الگوريتم

 گیرینتیجه

رای کاربرد هوش مصنوعی در امنیت ها، محدوديت مهمی بهای اخلاقی و سوگیری الگوريتمچالش

های فنی بلکه به رعايت موفقیت اين فناوری، نه تنها به قابلیت. شوندها محسوب میها و زيرساختداده

توانند امنیت را بهبود های هوشمند میالگوريتم. اصول اخلاقی، قوانین شفاف، و نظارت مداوم وابسته است

های اجتماعی و خطاهای سیاسی اعتمادی، آسیبتوانند منجر به بیدهند، اما بدون مديريت اخلاقی، می

 .شوند

 های حیاتیهوش مصنوعی در محافظت از زیرساخت. 4-2-4

ونقل، مخابرات های برق، آب، حملنظیر شبکه (Critical Infrastructure) های حیاتیحفاظت از زيرساخت

اين . برد هوش مصنوعی در امنیت ملی و جهانی استهای کارترين حوزههای مالی، يکی از حیاتیو سیستم

ها به دلیل حساسیت بالا و تأثیر گسترده بر زندگی مردم، هدف اصلی تهديدات سايبری و فیزيکی زيرساخت

بینی حملات و واکنش سريع، نقش مهمی های کلان، پیشهوش مصنوعی با توانايی پردازش داده. هستند

 .در کاهش ريسک دارد
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 بینی حملاتايی تهديدات و پیشالف( شناس

 ها، های عصبی قادرند الگوهای غیرمعمول در جريان دادههای يادگیری ماشین و شبکهالگوريتم

بینی حملات پیش از وقوع کمک اين تحلیل به پیش. ها را شناسايی کنندترافیک شبکه و عملکرد سیستم

 .کندمی

 واقعی و هشدارهای کاذب تمايز قائل شوند و به مسئولان توانند بین تهديدات های هوشمند میسیستم

 .اجازه دهند اقدامات پیشگیرانه انجام دهند

 بینی مبتنی برهای پیشتحلیل AI کنندبه مديريت بحران در زمان واقعی و کاهش خسارات کمک می 

(Samarati et al., 2020: 215). 

 ها و دفاع فعالب( خودکارسازی واکنش

 توانند اقدامات حفاظتی خودکار شامل مسدودسازی ترافیک ی مبتنی بر هوش مصنوعی میهاسیستم

 .های امنیتی را انجام دهندپذير شبکه و اجرای پچهای آسیبمشکوک، ايزوله کردن بخش

  واکنش سريع خودکار، زمان واکنش انسان را کاهش داده و از انتشار تهديدات گسترده جلوگیری

 .کندمی

 آوردبینی، امکان طراحی دفاع چندلايه و پويا را فراهم میهوش مصنوعی با تحلیل پیش ترکیب 

(Buczak & Guven, 2016: 102). 

 های حیاتی در مقیاس ملی و جهانیج( محافظت از زيرساخت

ونقل و ارتباطات بايد در برابر حملات سايبری، بلايای های آب و گاز، حملهای برق، سیستمشبکه

 .و خطاهای انسانی محافظت شوندطبیعی 

AI  ها را شناسايی و گزارش ها را در زمان واقعی پايش کرده، ناهنجاریتواند وضعیت زيرساختمی

 .دهد

ريزی و نگهداری بینی و سنجش ريسک، امکان برنامههای پیشهای هوشمند، الگوريتمسیستم

 .(Ahmed et al., 2021: 67) کنندپیشگیرانه را نیز فراهم می

 هاها و محدوديتد( چالش

 بینی را کاهش دهندتوانند دقت پیشهای ناقص يا غیرشفاف میداده. 

 هايی از سیستم شده و نقاط های الگوريتمی ممکن است منجر به تمرکز بیش از حد بر بخشسوگیری

 .پذير ديگر را ناديده بگیرندآسیب

 ترده و حريم خصوصی کاربران بايد رعايت شودمسائل اخلاقی و قانونی مربوط به نظارت گس. 

 گیرینتیجه

های حیاتی، امکان شناسايی تهديدات، هوش مصنوعی به عنوان ابزار قدرتمند در محافظت از زيرساخت

ها، طراحی با اين حال، موفقیت آن به کیفیت داده. کندواکنش سريع و مديريت بحران را فراهم می

تواند می AI استفاده صحیح از. های اخلاقی و قانونی وابسته استچارچوب های شفاف و رعايتالگوريتم

ها را در برابر تهديدات متنوع مقاوم المللی را به طرز چشمگیری افزايش دهد و زيرساختامنیت ملی و بین

 .سازد
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 المللیهای قانونی و مقررات بینچارچوب. 4-3
ها ديگر يک موضوع فنی صرف و حفاظت از دادهدر عصر ديجیتال و هوش مصنوعی، امنیت سايبری 

های ارتباطی، های حیاتی، شبکهزيرساخت. گذاری جهانی استنیست، بلکه يک ضرورت قانونی و سیاست

های مالی و حتی فرآيندهای ديپلماسی ديجیتال در معرض تهديدات سايبری و عملیات روانی سیستم

 .يابدها افزايش میپذيری آنالمللی، آسیباستانداردهای بین هوشمند قرار دارند و بدون چارچوب قانونی و

ايجاد استانداردهای : کنندالمللی، اهداف متعددی را دنبال میهای قانونی و مقررات بینچارچوب

های نهادهای مشترک برای امنیت سايبری، تضمین رعايت حقوق ديجیتال شهروندان، تعیین مسئولیت

اين . سازوکارهايی برای هماهنگی جهانی در پاسخ به تهديدات سايبری دولتی و خصوصی، و ايجاد

المللی و قوانین ملی گرفته تا نقش نهادهای نظارتی و مديريت ريسک، هر های بیننامهها، از توافقچارچوب

 .دهنديک بخش مهمی از امنیت ديجیتال و سیاست جهانی را تشکیل می

المللی و های بینها، قوانین ملی، سازماننامهعلمی نقش توافق به بررسی کامل و بخشدر ادامه، اين 

های افزايی بین مقررات و فناوریپردازد، با تأکید بر هممسئولیت حقوقی در مديريت امنیت سايبری می

 . است هوش مصنوعی، و اهمیت رعايت اخلاق و حقوق بشر در استفاده از ابزارهای ديجیتال پیشرفته

 المللی و استانداردهای امنیت سایبریهای بیننامهتوافق. 4-3-1

المللی در حوزه امنیت سايبری نقش محوری در ايجاد يک چارچوب هماهنگ برای های بیننامهتوافق

المللی دهند تا همکاری بینها از يک سو به کشورها امکان میاين توافق. مديريت تهديدات ديجیتال دارند

های حیاتی و تبادل ها، زيرساختگر استانداردهای مشترکی برای حفاظت از دادهداشته باشند و از سوی دي

های دولتی و خصوصی، با افزايش استفاده از هوش مصنوعی در سیستم. کننداطلاعات حیاتی ايجاد می

هماهنگی بین کشورها برای مقابله با تهديدات هوشمند و پیچیده به يک ضرورت غیرقابل اجتناب تبديل 

 .(Bada et al., 2019: 102) استشده 

 ها و سطح تعهداتنامهالف( انواع توافق

 :توانند چندين سطح داشته باشندالمللی در حوزه امنیت سايبری میهای بیننامهتوافق

 مانند کنوانسیون بوداپست، که چارچوب قانونی برای مبارزه با جرايم  :آورهای چندجانبه الزامتوافق

کند و الزامات مشخصی برای همکاری قضايی و بادل اطلاعات بین کشورهای عضو فراهم میای و ترايانه

 .کندپلیسی تعیین می

 کشورها با هدف تبادل تجربیات، اطلاعات تهديدات سايبری  :های دو يا چندجانبه همکاری فنیتوافق

معمولاً شامل آموزش نیروی انسانی، ها اين توافق. کنندهای فنی امضا مینامهو راهکارهای محافظتی، تفاهم

 .های تهديد هستندهای هشدار سريع و اشتراک دادهتوسعه سیستم

 مانند :آور و استانداردهای صنعتیهای غیرالزامتوافق ISO/IEC 27001 و NIST Cybersecurity 

Framework  ان مرجع برای تدوين عنوتوانند بهدهند و میهايی برای امنیت اطلاعات ارائه میکه چارچوب

 .(ISO, 2013; NIST, 2018) کار روندالمللی بههای ملی و بینسیاست

 ب( اهمیت استانداردهای مشترک

ها به استانداردهای هماهنگ های هوشمند و ديپلماسی ديجیتال، کشورها و سازماندر دنیای شبکه
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 :نیاز دارند تا

 ابد؛های حساس افزايش يها و دادهامنیت زيرساخت 

 ها بدون خطای تکنیکی يا سوءتفاهم قانونی ممکن شود؛ها و دولتتبادل اطلاعات میان سازمان 

 اقدامات پیشگیرانه و واکنش سريع به حملات سايبری تسهیل گردد. 

  ،های رمزنگاری، مديريت هويت ديجیتال، و الزامات تعريف معیارهای فنی، پروتکل بااين استانداردها

 .(Kshetri, 2021) کنندافزارها، امکان هماهنگی جهانی را فراهم میافزارها و سختای نرمامنیتی بر

 محورها در مقابله با تهديدات سايبری هوشنامهپ( نقش توافق

ها و عملیات ها، جعل دادهبا توجه به ظهور حملات هوش مصنوعی پیشرفته، مانند نفوذ خودکار به شبکه

ها مسیر قانونی و عملیاتی برای تبادل اطلاعات آن. اندها اهمیت بیشتری يافتهنامهروانی ديجیتال، توافق

های مشترک برای شناسايی و پیشگیری از تهديدات المللی، و اجرای پروتکلتهديد، هماهنگی واکنش بین

 .(Zetter, 2016: 87) کنندپیچیده ايجاد می

 های اجرايی و سیاسیت( چالش

 :رو استهايی روبهها با چالشنامهسازی توافقاوان، پیادهبا وجود مزايای فر

 های ملی کشورها؛اختلاف منافع و سیاست 

 المللی در چارچوب قوانین داخلی؛مشکلات حقوقی در اجرای قوانین بین 

 های فناوری برای اجرای استانداردهای جهانی؛محدوديت منابع و زيرساخت 

 های حساسگذاری دادهها در اشتراکمقاومت بخش خصوصی يا دولت (Bada et al., 2019: 110). 

 انداز آيندهث( چشم

المللی نیازمند ها و استانداردهای بیننامههای هوشمند، توافقبا گسترش هوش مصنوعی و شبکه

 :بازنگری مستمر هستند تا

 روزرسانی شوند؛متناسب با تهديدات نوظهور به 

 وق ديجیتال و آزادی اطلاعات حفظ گردد؛تعادل بین امنیت، حق 

 های جهانی فراهم شودامکان پاسخگويی سريع و هماهنگ به بحران. 

المللی و استانداردهای امنیت سايبری، ستون فقرات مديريت جهانی های بیننامهدر مجموع، توافق

روند و بدون شمار میعی بهها در عصر هوش مصنوها و دادهکننده امنیت شبکهتهديدات ديجیتال و تضمین

 .گیردها، ديپلماسی ديجیتال در معرض مخاطرات جدی قرار میآن

 قوانین ملی و هماهنگی با سیاست جهانی. 4-3-2

های ها، زيرساختدر عصر ديجیتال، قوانین ملی در زمینه امنیت سايبری نقش حیاتی در حفاظت از داده

تهديدات پیشرفته مبتنی بر هوش مصنوعی، تنها داشتن قوانین  با ظهور. حیاتی و حاکمیت ديجیتال دارند

بدون اين . المللی ايجاد شودها و استانداردهای بینداخلی کافی نیست و لازم است هماهنگی با سیاست

پذير خواهند بود و توانايی مشارکت مؤثر در هماهنگی، کشورها در برابر حملات سايبری هوشمند آسیب

 .(Schmitt, 2017: 52) يابدکاهش می ديپلماسی ديجیتال



 بحران ها تيريو مد یجهان استیبر س یاجتماع یشبکه ها ریتاث                    
 

82 

 الف( چارچوب قانونی ملی

 :شوندقوانین ملی معمولاً به چند حوزه تقسیم می

در اتحاديه اروپا يا قانون حمايت از اطلاعات  GDPR مانند :ها و حريم خصوصیقوانین حفاظت از داده. 1

ای حساس دولتی و اقتصادی را هشخصی در برخی کشورها که حريم خصوصی شهروندان و امنیت داده

دهی حملات سازی، رمزنگاری، مديريت دسترسی و گزارشاين قوانین شامل الزامات ذخیره. کنندتضمین می

 .شوندمی

انگاری نفوذ غیرمجاز، سرقت اطلاعات، انتشار بدافزار و شامل جرم :قوانین مقابله با جرايم سايبری. 2

المللی انین چارچوبی برای تحقیقات قضايی و همکاری با نهادهای بیناين قو. عملیات روانی ديجیتال است

 .(Bada et al., 2019: 115) کنندفراهم می

ای ونقل و سلامت، قوانین ويژهصنايع انرژی، بانکداری، حمل :های حیاتیقوانین حفاظت از زيرساخت. ۳

 .فنی و فرآيندهای نظارتی دقیق است برای جلوگیری از تهديدات سايبری هوشمند دارند که شامل الزامات

 های جهانیب( هماهنگی با سیاست

هماهنگی . المللی هماهنگ باشندها و استانداردهای بینقوانین ملی وقتی مؤثر هستند که با سیاست

 :شود که کشورها در مقابله با تهديدات پیچیده و فرامرزی توانايی داشته باشندموجب می

 های تهديد و توانند با اشتراک دادهکشورها می :ر کشف و مقابله با تهديداتالمللی دهمکاری بین

 .ها از شدت حملات بکاهندهماهنگی واکنش

 تطبیق قوانین ملی با استانداردهايی مانند :يکپارچگی قانونی و استانداردهای فنی ISO/IEC 27001 و 

NIST Cybersecurity Framework کندادهای قانونی را فراهم میخوانی و کاهش تضامکان هم. 

 های مشخصی برای تعامل بین هماهنگی قانونی، ابزارهای حقوقی و رويه :تسهیل ديپلماسی ديجیتال

 طور مؤثر اجرا شودکند تا ديپلماسی ديجیتال در شرايط بحران و تهديدات سايبری بهکشورها ايجاد می

(Kshetri, 2021: 48). 

 هاها و محدوديتپ( چالش

 :هايی همراه استها و چالشالمللی با محدوديتاجرای قوانین ملی با هماهنگی بین

 های امنیتی خود های داخلی يا اولويتبرخی کشورها محدوديت :المللیتعارض قوانین داخلی و بین

 .دهند، که ممکن است موجب تضاد قانونی شودهای جهانی ترجیح میرا بر سیاست

  سازی استانداردهای پیشرفته را ندارند و بسیاری از کشورها توانايی پیاده :و انسانیکمبود منابع فنی

 .نیازمند آموزش و توسعه فناوری هستند

 های حساس مسائل امنیتی و حريم خصوصی مانع از اشتراک داده :مشکلات تبادل اطلاعات حساس

 .(Zetter, 2016: 90) شودبا کشورهای ديگر می

 هاتوصیهت( راهکارها و 

 :برای افزايش هماهنگی و اثربخشی قوانین ملی

 پذير که قابلیت تطبیق سريع با تهديدات هوش مصنوعی را داشته های قانونی انعطافايجاد چارچوب

 .باشند
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 المللی سازگار باشند و امکان مشارکت در عملیات های ملی که با استانداردهای بینتدوين سیاست

 .کنندچندملیتی را فراهم 

 های فناوری برای اجرای مؤثر قوانینآموزش نیروی انسانی و توسعه زيرساخت. 

 المللیهای بینای به سازماندهی منظم درباره تهديدات و اقدامات مقابلهشفافیت و گزارش. 

ها و در مجموع، قوانین ملی زمانی اثرگذار خواهند بود که در تعامل مستمر و هماهنگ با سیاست

عنوان ستون فقرات امنیت سايبری در عصر هوش مصنوعی المللی طراحی و اجرا شوند و بهنداردهای بیناستا

 .عمل کنند

 المللیهای بیننقش نهادهای نظارتی و سازمان. 4-3-3

در عصر ديجیتال، امنیت سايبری ديگر صرفاً يک موضوع فنی نیست؛ بلکه به ابزاری حیاتی برای 

های ها به شبکهها و سازمانبا افزايش وابستگی دولت. المللی تبديل شده استی بینديپلماسی و سیاستگذار

تواند پیامدهای های حساس، هرگونه نقص يا حمله سايبری میهای حیاتی و دادهديجیتال، زيرساخت

ی هااين واقعیت سبب شده است که نقش نهادهای نظارتی و سازمان. گسترده سیاسی و اقتصادی ايجاد کند

های هماهنگ، تضمین شفافیت و ارتقای همکاری میان کشورها اهمیت المللی در ايجاد چارچوببین

 .ای پیدا کندسابقهبی

، OECD و ITU المللی مانند سازمان ملل متحد، اتحاديه اروپا و نهادهای تخصصی مانندهای بینسازمان

های چندجانبه، زمینه را برای و همکاری های سیاستیالمللی، راهنمايیبا تدوين استانداردهای بین

ها، بخش خصوصی توانند نقش پلی میان دولتاين نهادها می. کنندهماهنگی کشورهای مختلف فراهم می

 و جامعه مدنی بازی کنند تا بتوانند تهديدات سايبری را در سطح جهانی رصد، پیشگیری و مديريت کنند

(Bada et al., 2019: 112). 

کند؛ زيرا ها نمود پیدا میسی در اين زمینه به شکل تعامل مستمر میان کشورها و سازماننقش ديپلما

المللی داشته تواند اثرات فراگیر و بینشناسند و هر اقدام علیه يک کشور میتهديدات سايبری مرز نمی

اطلاعاتی مشترک، به  هایهای دو يا چندطرفه و ايجاد شبکهنامهاز اينرو، مذاکرات چندجانبه، توافق. باشد

 .(Kshetri, 2021) اندها و ايجاد اعتماد در فضای ديجیتال تبديل شدهابزارهايی حیاتی برای کاهش تنش

های تخصصی و های حقوقی، آموزشتوانند با ايجاد چارچوبالمللی میهای بینهمچنین، سازمان

اين اقدامات نه تنها . ايبری افزايش دهندهای هماهنگی، ظرفیت کشورها را در مقابله با حملات سبرنامه

گیری آگاهانه در سطح سیاستگذاری و ديپلماسی بخشند، بلکه امکان تصمیمامنیت فنی را بهبود می

ها نشان داده است که نبود هماهنگی های سايبری و نقض دادهتجربه بحران. آورندالمللی را نیز فراهم میبین

ها و حتی اعتمادی میان دولتتواند منجر به سوءاستفاده سیاسی، افزايش بیالمللی میو استانداردهای بین

 .(Nye, 2017: 45) های اقتصادی شودتحريک بحران

توان به عنوان پل ارتباطی میان امنیت المللی را میهای بیندر نهايت، نقش نهادهای نظارتی و سازمان

کند، بلکه به کشورها امکان ها تهديدات را کنترل میسايبری و سیاست جهانی در نظر گرفت؛ پلی که نه تن

. دهد تا با شفافیت، اعتماد و همکاری متقابل، مسیر توسعه ديجیتال و ديپلماسی مؤثر را دنبال کنندمی

اين بخش از فصل، تلاش دارد تا اهمیت سیاستگذاری هماهنگ و ديپلماسی سايبری در جهان معاصر را با 
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 .المللی برجسته سازدینهای بتمرکز بر چارچوب

 پذیری حقوقیمدیریت ریسک و مسئولیت. 4-3-4

پذيری حقوقی از ارکان حیاتی سیاستگذاری در فضای سايبری معاصر، مديريت ريسک و مسئولیت

های دولتی ها و شبکههای حیاتی، دادهتهديدات سايبری نه تنها به زيرساخت. آيدالمللی به شمار میبین

ها به همین دلیل، دولت. توانند اثرات گسترده اقتصادی و سیاسی داشته باشندد، بلکه میرساننآسیب می

های های مديريت ريسک و مکانیسمهای حقوقی دقیق، برنامهالمللی نیازمند چارچوبهای بینو سازمان

 .(Bada et al., 2019: 124) پاسخگويی مشخص هستند تا از پیامدهای ناخواسته جلوگیری کنند

 الف( اصول مديريت ريسک سايبری

ها، ارزيابی احتمال پذيریمديريت ريسک در امنیت سايبری شامل شناسايی تهديدات، تحلیل آسیب

سپس با استفاده از راهبردهای پیشگیرانه، مانند تقويت . ها استوقوع حملات و تعیین اثرات احتمالی آن

های اضطراری، احتمال وقوع حوادث کاهش ايجاد پروتکل ها، آموزش کارکنان وها، رمزگذاری دادهزيرساخت

ها المللی تدوين شوند تا اثرگذاری آناين اقدامات بايد در قالب سیاستگذاری هماهنگ ملی و بین. يابدمی

 .(Kshetri, 2021: 102) فراتر از مرزهای يک کشور باشد

 پذيری حقوقی و پاسخگويیب( مسئولیت

پذيری در برابر حملات سايبری هنوز به شکل کامل تعريف نشده مسئولیت الملل،در حوزه حقوق بین

هر . ها استسازی اين مسئولیتها برای شفافدهنده تلاش کشورها و سازماناست، اما روندهای اخیر نشان

ال، ها را اجرا کند و در عین حها و زيرساختکشور بايد قادر باشد تا تعهدات قانونی خود در حفاظت از داده

توانند نقش المللی میهای بینسازمان. پاسخ مناسبی به حملات سايبری ناشی از منابع خارجی ارائه دهد

 ,Nye) های همکاری ايفا کنندهای قضايی و مکانیسمکننده را در تعیین استانداردها، چارچوبهماهنگ

2017: 53). 
 های حقوقی و استانداردهای عملیاتیپ( چارچوب

 NISTبرای مديريت امنیت اطلاعات، ISO/IEC 27001 المللی ماننداستانداردهای بیناستفاده از 

Cybersecurity Framework و مقررات GDPR ها برای ايجاد پاسخگويی هايی از تلاشدر اتحاديه اروپا، نمونه

ها و بخش ازمانها، سکنند تا دولتاين استانداردها کمک می. المللی هستندقانونی و عملیاتی در سطح بین

ها، تعهدات قانونی خود را نیز رعايت کنند و شفافیت لازم برای پذيریخصوصی، ضمن کاهش آسیب

 .(Bada et al., 2019: 130) المللی ايجاد شودهای بینهمکاری

 سازی و ديپلماسی پیشگیرانهت( آموزش، فرهنگ

يبری و آموزش نیروهای متخصص، به سازی در زمینه امنیت ساهای حقوقی، فرهنگعلاوه بر چارچوب

های ديپلماسی پیشگیرانه نیز با ايجاد کانال. کندهای انسانی و ارتقای پاسخگويی کمک میکاهش ريسک

ها، زمینه همکاری گذاری اطلاعات تهديدات و تبادل بهترين شیوهها، اشتراکارتباطی بین کشورها و سازمان

 .(Kshetri, 2021: 110) دآورها را فراهم میمؤثر و کاهش تنش

پذيری حقوقی، حلقه اتصال بین امنیت سايبری و سیاستگذاری در مجموع، مديريت ريسک و مسئولیت

های قانونی، استانداردهای عملیاتی، آموزش و ديپلماسی پیشگیرانه اين بخش، اهمیت چارچوب. جهانی است
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يک موضوع فنی نیست، بلکه يک ابزار حیاتی دهد که امنیت سايبری تنها کند و نشان میرا برجسته می

 .های ديجیتال جهانی استالمللی و توسعه سیاستبرای همکاری بین

 المللیهای بینآینده نقش هوش مصنوعی در همکاری. 4-4

های اقتصادی و صنعتی بلکه در آفرين، نه تنها در حوزهعنوان يک فناوری تحولهوش مصنوعی به

المللی به شدت های بینآينده همکاری. سی سايبری نیز نقش پررنگی يافته استسیاست جهانی و ديپلما

گیری های حساس و تصمیمهای هوش مصنوعی در شناسايی تهديدات، مديريت دادهتحت تأثیر توانمندی

شوند، ابزارهای تر میهای اطلاعاتی پیچیدهتهديدات سايبری و جنگ کهحالیدر . بینانه خواهد بودپیش

المللی و نهادهای غیردولتی های بینتوانند نقش مؤثری در هماهنگی میان کشورها، سازمانشمند میهو

سازی سناريوهای امنیتی و طراحی ها امکان تحلیل پیشرفته الگوهای تهديد، شبیهاين فناوری. ايفا کنند

و شفاف، امکان پاسخگويی  گیری سريعآورند و با ايجاد ساختارهای تصمیمهای هوشمند را فراهم میسیاست

 .(Kshetri, 2021: 115; Nye, 2017: 70) کنندمؤثر در سطح جهانی را مهیا می

المللی تواند روندهای نوظهور در تهديدات سايبری و تغییرات سیاست بینهوش مصنوعی همچنین می

اين . ی را اتخاذ کنندبینرا شناسايی کرده و به سیاستگذاران امکان دهد تصمیمات مبتنی بر داده و پیش

های ای پیچیده برای تدوين چارچوبهای اخلاقی، حقوقی و امنیتی، زمینهها، همزمان با چالشقابلیت

های نوين و طراحی های سايبری، فناوریدر اين فصل، آينده همکاری. کندالمللی ايجاد میهمکاری بین

در  AI شوند تا تصوير جامعی از نقشمیهای هوشمند مبتنی بر داده و هوش مصنوعی بررسی سیاست

 .ديپلماسی و امنیت جهانی ارائه شود

 المللی و دیپلماسی هوشمندآینده همکاری سایبری بین. 4-4-1

المللی در حوزه سايبری، ترکیبی از ديپلماسی هوشمند، استانداردهای امنیتی و آينده همکاری بین

ها و شناسايی الگوهای دادهوعی با توانايی پردازش کلانهوش مصن. ای جهانی خواهد بودهای دادهشبکه

های هماهنگ و مؤثر ارائه ها، واکنشکند تا قبل از وقوع بحرانها کمک میتهديد، به کشورها و سازمان

 .(Bada et al., 2019: 140) دهند

 الف( چارچوب همکاری بین کشورها

 های مشترک داده و هشداردهیايجاد پلتفرم 

 های امنیت اطلاعاتنداردسازی پروتکلاستا 

 المللی برای اشتراک اطلاعات تهديداتهای بیننامهتوافق 

 ب( ديپلماسی هوشمند

 هایاستفاده از الگوريتم AI برای تحلیل روندهای جهانی 

 ها و تهديدات سیاسی، اقتصادی و سايبریبینی بحرانپیش 

 المللیبین ها و افزايش شفافیت در روابطکاهش تنش 

 هاها و فرصتج( چالش

های ناشی از اعتماد متقابل، سوگیری الگوريتمی و مسائل حقوقی های همکاری، چالشهمزمان با فرصت
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 .(Kshetri, 2021: 120) های شفاف و پاسخگو استنیز وجود دارد که مستلزم ايجاد چارچوب

 های نوین و تهدیدات سایبری آیندهفناوری. 4-4-2

سازی واقعیت مجازی، نقش کننده و شبیهبینیهای نوين، از جمله يادگیری عمیق، تحلیل پیشفناوری

های امنیتی ايجاد ها، هم فرصتاين فناوری. محوری در تغییر ماهیت تهديدات سايبری خواهند داشت

 ,Nye)   ندکنرا معرفی می( AI-drivenمثل حملات) بینیکنند و هم تهديداتی پیچیده و غیرقابل پیشمی

2017: 78). 

 الف( تهديدات آينده

 های حیاتیحملات خودکار و هوشمند علیه زيرساخت 

 های مجازی و عملیات روانی پیشرفتهربات 

 های خوديادگیرها و اخبار جعلی با الگوريتمدستکاری داده 

 در شناسايی تهديدات AI ب( نقش

 های مشکوک شبکههای يادگیری ماشین برای تحلیل رفتارسیستم 

 رسانی گستردهشناسايی نفوذهای پیچیده پیش از آسیب 

 بینی و هشداردهی زودهنگامهای پیشالگوريتم 

 های پیشگیرانهج( سیاست

 های قانونی و استانداردهای فنی برای مقابله با تهديدات نوينتدوين چارچوب 

 المللی تبادل داده و دانش تهديدهای بینايجاد شبکه 

 افزايی نیروی انسانیالمللی برای آموزش و مهارتهای بینتوسعه همکاری 

 های هوشمند مبتنی بر داده و هوش مصنوعیطراحی سیاست. 4-4-3

اين . المللی استدر ديپلماسی و امنیت بین AI ترين کاربردهایهای هوشمند، از مهمطراحی سیاست

گیری و پاسخگويی وری تصمیمها، بهرهلاوه بر کاهش ريسکای تدوين شوند که عگونهها بايد بهسیاست

 .جهانی را افزايش دهند

 گیریها برای تصمیمالف( استفاده از داده

 های سیاسی، اقتصادی و امنیتیدادهتحلیل کلان 

 سازی سناريوهای محتمل و ارزيابی پیامدهاشبیه 

 کنندهبینیشهای پیبندی منابع و اقدامات بر اساس دادهاولويت 

 ب( هوش مصنوعی و بهبود سیاستگذاری

 هایالگوريتم AI برای شناسايی بهترين راهکارها 

 بینی اثرات اقدامات ديپلماتیک قبل از اجراپیش 

 ها با شرايط واقعیها و تطبیق آنارزيابی مستمر سیاست 

 های اخلاقی و حقوقیج( چارچوب

 ت تصمیماتها و عدالتضمین شفافیت الگوريتم 

 الملل و حريم خصوصی کشورهای مختلفرعايت حقوق بین 
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 پذيریهای پاسخگويی و مسئولیتايجاد مکانیزم 

 جمع بندی فصل چهارم

های جديدی برای المللی و همکاری سايبری، افقهای بیناستفاده از هوش مصنوعی در طراحی سیاست

های اخلاقی، قانونی کند، مشروط بر اينکه چارچوبیهای جهانی ايجاد مديپلماسی هوشمند و کاهش تنش

 .(Bada et al., 2019: 145; Kshetri, 2021: 130) و فنی همزمان با توسعه فناوری تدوين شوند
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 فصل پنجم:
 ها و دیپلماسی دیجیتالربات

 

 : مقدمه
ملات اجتماعی و های هوشمند در تعاکنندهها و تسهیلعنوان واسطهها بهدر عصر ديجیتال، ربات

های توانند از طريق الگوريتمافزاری يا هوشمند، که میاين موجودات نرم. اندسیاسی نقش کلیدی يافته

مقیاس عمل کنند، فراتر از ابزارهای سنتی های کلانيادگیری ماشین، پردازش زبان طبیعی و تحلیل داده

ها را آنها نه تنها پیام. اندسی ديجیتال تبديل شدهکنند و به بازيگران فعال در ديپلمارسانی عمل میاطلاع

دهی به بینی و در شکلهای جمعی را پیشکنند، بلکه با تحلیل رفتار و افکار عمومی، واکنشمنتقل می

 .(Ferrara, 2015: 102) گذارندگذاری تأثیر میتصمیمات سیاست

های هوشمندانه از انتشار پیام: دين لايه استها، توانايی کار همزمان در چنهای بارز رباتيکی از ويژگی

ها و حتی مديريت عملیات های اجتماعی گرفته تا تعامل مستقیم با شهروندان، نظارت بر بحراندر شبکه

ها و شهروندان، کاهش فاصله توانند به تسهیل ارتباط بین دولتها میبه اين ترتیب، ربات. روانی اطلاعاتی

حال خطراتی مانند سوءاستفاده، دستکاری فافیت اجتماعی کمک کنند، در عینگیری و ارتقای شتصمیم

 .(Shao et al., 2018: 45) افکار عمومی و نقض حريم خصوصی را نیز به همراه دارند

های گسترده و پیچیده را در زمان توانند دادهها میگذاری و مديريت بحران، رباتدر زمینه سیاست

اين قابلیت در شرايطی مانند انتخابات، . رسانی هدفمند تولید کنندهای اطلاعامواقعی تحلیل کنند و پی

اما اين . کندهای جهانی، ارزش حیاتی پیدا میگیریهای اطلاعاتی يا همههای بشردوستانه، جنگبحران

کز قدرت، توانند به ابزارهايی برای تمرهای اخلاقی، حقوقی و قانونی میمزايا بدون در نظر گرفتن جنبه

 .(Bessi & Ferrara, 2016: 987) نابرابری اطلاعاتی و سوءاستفاده سیاسی تبديل شوند

ها، نیازمند بازتعريف مفاهیم سنتی مانند قدرت نرم، مشروعیت ديپلماسی ديجیتال با حضور ربات

وار شوند، های افکار عمومی سصورت خودکار بر موجتوانند بهها میربات. گیری و شفافیت استتصمیم

های اين روند، فرصت. روندها را تحلیل کنند و برای بازيگران ديپلماتیک راهبردهای مبتنی بر داده ارائه دهند

کند، ها ايجاد میهای ارتباطی و افزايش اثرگذاری سیاستای برای پاسخگويی سريع، کاهش هزينهسابقهبی

المللی ها و رعايت قوانین بینشفافیت الگوريتمپذيری، های اساسی درباره مسئولیتاما همزمان پرسش

 .(Howard et al., 2018: 203) سازدمطرح می

توانند ابزار تحقق شفافیت، هم می: ها و ديپلماسی ديجیتال يک تعامل دوگانه دارنددر مجموع، ربات

دی برای امنیت توانند به واسطه سوءاستفاده اطلاعاتی، تهديعدالت و مشارکت اجتماعی باشند و هم می

ها در ديپلماسی ديجیتال بررسی دقیق نقش ربات. المللی ايجاد کنندهای ملی و بینجمعی و سیاست

نیازمند تحلیل چندوجهی است که ابعاد فنی، حقوقی، اخلاقی، اجتماعی و سیاسی را دربرگیرد و بر اساس 

 .یشنهاد دهدصرفه را پمطالعات موردی واقعی، مسیر استفاده بهینه و مقرون به
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 ( Chatbots ،Social Bots، AI Bots) هاانواع ربات. 5-1
اند که های اجتماعی و سیاسی شدهای وارد عرصههای فناورانهعنوان واسطهها بهدر عصر حاضر، ربات

اين موجودات . ها را دارندهای سیاستی و مديريت بحرانگیریتوانايی تأثیرگذاری بر افکار عمومی، تصمیم

گرفته تا  (Chatbots) هاباتهای مختلفی از تعامل و تحلیل را ارائه کنند، از چتتوانند شکليجیتال، که مید

هر کدام نقش (، AI Bots) های مبتنی بر هوش مصنوعیو ربات (Social Bots) های شبکه اجتماعیربات

 .کنندمنحصر به فردی در ديپلماسی ديجیتال ايفا می

های توانند پاسخکنند و میعنوان رابط مستقیم میان نهادها و شهروندان عمل می بهها، معمولاًباتچت

ها، با استفاده از اين ربات. های میدانی را فراهم کنندآوری دادههای هدفمند و جمعرسانیفوری، اطلاع

رک کرده و تعامل ای مردم را دهای پردازش زبان طبیعی و يادگیری ماشین، قادرند زبان محاورهالگوريتم

ها نه تنها ابزارهای خدماتی باشند، بلکه باتاين ويژگی باعث شده که چت. ها داشته باشندهوشمندانه با آن

 نیز را اجتماعی هایواقعیت بر مبتنی هایسیاست پیشنهاد و تحلیل شده،آوریجمع اطلاعاتبه واسطه 

 .(Følstad & Brandtzæg, 2017: 3) سازند پذيرامکان

ها عمدتاً برای انتشار اين ربات. کنندای ديگر عمل می، به گونهSocial Botsهای شبکه اجتماعی يا ربات

توانند می Social Bots.شوندهای خاص و تحلیل الگوهای افکار عمومی به کار گرفته میمحتوا، تقويت پیام

 ع و رفتارهای اجتماعی را تحلیل نمايندهای خبری را تسريهای انسانی را تحت تأثیر قرار دهند، موجشبکه

دهی تا بسیج افکار عمومی و مديريت بینی روندهای رأیدر حوزه سیاست و ديپلماسی، از پیش که

 .(Ferrara et al., 2016: 107) ای مورد توجه قرار گرفته استطور فزايندههای اجتماعی، بهبحران

ها آن. تر از تعامل و تحلیل هستندای پیشرفتهلهمرح (AI Bots) های مبتنی بر هوش مصنوعیربات

گیری خودکار ارائه های کلان را پردازش کنند، الگوهای پیچیده را شناسايی کنند و تصمیمتوانند دادهمی

ها و حتی طراحی سازی سناريوهای سیاسی، ارزيابی تأثیر سیاستها برای شبیهاز اين ربات. دهند

های گیری از الگوريتمبا بهره AI Bots. شوديپلماسی ديجیتال استفاده میهای هوشمند در داستراتژی

خودکار ارائه دهند و حتی صورت نیمهيادگیری عمیق و تحلیل احساسات، قادرند تصمیمات استراتژيک را به

 .(Bessi & Ferrara, 2016: 65) ها را بهبود بخشنددر برخی موارد، سنجش و اصلاح رفتار انسان

های ساختاری و عملکردی، يک هدف مشترک مهم آن است که هر سه دسته ربات، با وجود تفاوتنکته 

گیری تر افکار عمومی و تسهیل تصمیمافزايش کارآمدی تعاملات ديجیتال، تحلیل دقیق: کنندرا دنبال می

سی ديجیتال، ها به عرصه ديپلمابا ورود اين فناوری. المللیسیاستی و ديپلماتیک در سطح ملی و بین

پذيری حقوقی مطرح های جديدی در زمینه اخلاق، حريم خصوصی، سوگیری الگوريتمی و مسئولیتنگرانی

نیاز طراحی چارچوب قانونی و راهبردی ها پیشهای آنها و قابلیترو، فهم دقیق انواع رباتاز اين. شده است

 .(Crawford & Paglen, 2019: 212) ها استبرای استفاده بهینه و اخلاقی از آن

پردازد و ضمن بررسی فنی و کاربردی، نقش ها میدر ادامه، اين فصل به تفکیک سه گروه اصلی ربات

اين تحلیل . شودگیری سیاستی تشريح میهر يک در ديپلماسی ديجیتال، مديريت افکار عمومی و تصمیم

ها در تعاملات اجتماعی، سیاسی ای رباتهها و محدوديتکند تا درک کاملی از ظرفیتبه خواننده کمک می
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 .المللی به دست آوردو بین

 ها و تعامل مستقیم با شهروندانباتچت. 5-1-1

های يادگیری و الگوريتم (NLP) گیری از پردازش زبان طبیعیافزارهايی هستند که با بهرهنرم هاباتچت

ويژه ها در دهه اخیر بهاين ربات. کنندرا فراهم میماشین، امکان تعامل خودکار و هوشمند با کاربران انسانی 

ها باتچت. اندرسانی سیاستی و اجتماعی، نقش حیاتی يافتهها و اطلاعدر خدمات مشتريان، مديريت بحران

صورت متنی، صوتی و حتی تصويری با شهروندان ارتباط برقرار کنند و ضمن پاسخگويی سريع، توانند بهمی

 .(Følstad & Brandtzæg, 2017: 7) آوری کنندجمع اطلاعات ارزشمند

 های فنی و ساختاریالف( ويژگی

 :ها معمولاً شامل سه مؤلفه اصلی هستندباتچت

ها، رسانکند، شامل پیامبات تعامل میرابطی که کاربر از طريق آن با چت :(Interface)واسط کاربری. 1

 .هاسايتهای موبايل يا وباپلیکیشن

هسته اصلی ربات که توانايی تحلیل متن، درک معنای جملات،  :(NLP Engine)دازش زبان طبیعیپر. 2

 .تشخیص احساسات و استخراج اطلاعات کلیدی را دارد

های دريافتی ماژولی که براساس داده :(Response & Learning Engine)دهی و يادگیریسیستم پاسخ. ۳

 ,McTear) بخشدها را بهبود میگیری از تعاملات گذشته، کیفیت پاسخکند و با يادپاسخ مناسب را تولید می

2017: 58). 

 ب( کاربردهای ديپلماسی ديجیتال و مديريت بحران

المللی کمک کنند تا اطلاعات دقیق، شفاف های بینتوانند به نهادهای دولتی و سازمانها میباتچت

 :و هدفمند را به مخاطبان برسانند

 های اضطراری در زمان های بهداشتی و راهنمايیارائه اخبار فوری، دستورالعمل :عمومی رسانیاطلاع

 .هابحران

 ها و تصمیمات ها و احساسات شهروندان در مورد سیاستتحلیل نگرش :های اجتماعیآوری دادهجمع

 .حکومتی

 شار اطلاعات نادرست کاهش بار مراکز تماس و پیشگیری از انت :ها و کاهش شايعاتپاسخ به پرسش

 .های اجتماعیدر شبکه

های دولتی در کشورهای مختلف با پاسخگويی خودکار به باتمثلاً در دوران پاندمی کرونا، چت

ها، نقش مهمی در کاهش اضطراب عمومی و بهبود رسانی درباره محدوديتهای بهداشتی و اطلاعپرسش

 .(WHO, 2020: 12) هماهنگی اقدامات دولتی داشتند

 هاها و محدوديتپ( چالش

 :هايی نیز دارندها محدوديتباتبا وجود مزايای متعدد، چت

 توانند باعث ها و اصطلاحات محلی میجملات پیچیده، کنايه :ای و طنزدرک ناقص زبان محاوره

 .های نادرست شوندپاسخ
 



 هوش مصنوعی و ديپلماسی ديجیتال 

 

91 

 

 های جانبدارانه يا د پاسخهای آموزشی نامتعادل ممکن است موجب تولیداده :سوگیری الگوريتمی

 .نادقیق شوند

 های قانونی های شخصی شهروندان نیازمند چارچوبآوری دادهجمع :مسائل حريم خصوصی و امنیتی

 .(Crawford & Paglen, 2019: 215) و حفاظتی دقیق است

 گیرینتیجه

دی برای ديپلماسی ديجیتال و ها با شهروندان، ابزار قدرتمنعنوان اولین لايه تعامل رباتها، بهباتچت

های کنند، بلکه دادهدهی سريع و کارآمد را فراهم میها نه تنها امکان پاسخآن. مديريت افکار عمومی هستند

های هوشمندانه را شکل های سیاستی و طراحی استراتژیگیریها، پايه تصمیمشده توسط آنآوریجمع

های ديپلماسی ديجیتال، به میزان توانايی سیستم در ارائه پاسخ ها درباتموفقیت استفاده از چت. دهدمی

 .دقیق، حفظ اعتماد کاربران و رعايت اصول اخلاقی و حريم خصوصی بستگی دارد

 های شبکه اجتماعی و تحلیل افکار عمومیربات. 5-1-2

های مختلف رمهای خودکار هستند که قادرند در پلتفبرنامه (Social Bots) های شبکه اجتماعیربات

ها پاسخ دهند و با کاربران انسانی تعامل مانند تويیتر، فیسبوک و اينستاگرام محتوا منتشر کنند، به پیام

های شوند تا بتوانند فعالیتهای هوش مصنوعی و يادگیری ماشین طراحی میها با الگوريتماين ربات. کنند

 .(Ferrara et al., 2016: 96) داشته باشند انسانی را تقلید کرده و در تحلیل افکار عمومی نقش

 های فنی و عملکردیالف( ويژگی

 :های شبکه اجتماعی معمولاً شامل اجزای زير هستندربات

های خودکار با محتوای ها، نظرات و پیامها، تويیتايجاد پست :(Content Generation)تولید محتوا. 1

 .متنی، تصويری و ويدئويی

کردن کاربران گذاری و دنبالها، لايک کردن، اشتراکپاسخ به پیام :(User Interaction)رانتعامل با کارب. 2

 .صورت هدفمندديگر به

ها و نظرات کاربران برای ها، تحلیل هشتگرصد بحث :(Monitoring & Analytics)پايش و تحلیل. ۳

 .شناسايی روندهای فکری و احساسات عمومی

 ديجیتال و سیاستگذاریب( کاربردها در ديپلماسی 

های شبکه اجتماعی ابزارهای قدرتمندی برای مديريت افکار عمومی و سیاستگذاری ديجیتال ربات

 :هستند

 ها، شناسايی روندها و نقاط حساس سیاسی يا تحلیل حجم و ماهیت بحث :پايش افکار عمومی

 .اجتماعی

 ها، ايجاد آگاهی عمومی يا مديريت استهای هدفمند برای ترويج سیانتشار پیام :هاهدايت بحث

 .های اجتماعیبحران

 ها را به سرعت گسترش دهند توانند پیامهايی که میتشخیص کاربران يا گروه :شناسايی تاثیرگذاران

 .و هدايت جريان اطلاعات



 بحران ها تيريو مد یجهان استیبر س یاجتماع یشبکه ها ریتاث                    
 

92 

 

های توانند در انتخابات، بحرانهای شبکه اجتماعی میدهند که رباتهای کاربردی نشان مینمونه

المللی کمک کنند تا های بینگیرندگان دولتی و سازمانسیاسی يا مديريت اخبار فوری، به تصمیم

 .(Howard & Kollanyi, 2016: 22) ها را بسنجندهای به موقع داشته باشند و تأثیر پیامواکنش

 هاها و محدوديتپ( چالش

 :هايی داردی چالشهای اجتماعها در شبکهبا وجود مزايا، استفاده از ربات

 توانند به صورت ناخواسته شايعات را تقويت کنندها میربات :تشخیص و مقابله با اخبار جعلی. 

 های آموزشی نامناسب يا طراحی الگوريتم بدون دقت داده :گیری نادرستسوگیری الگوريتمی و هدف

 .کافی ممکن است نتايج تحلیل را تحريف کند

 المللی و با رعايت اصول شفافیت ها بايد در چارچوب قوانین ملی و بینربات :قیمسائل حقوقی و اخلا

 .(Crawford & Paglen, 2019: 220) و حريم خصوصی فعالیت کنند

 گیرینتیجه

های آنلاين، ابزارهای ای از دادهآوری و تحلیل حجم گستردههای شبکه اجتماعی، با توانايی جمعربات

توانند به ديپلماسی ديجیتال، طراحی ها میآن. هدايت افکار عمومی هستندقدرتمندی برای درک و 

های اجتماعی کمک کنند، مشروط بر اينکه طراحی و استفاده از های هوشمند و مديريت بحرانسیاست

 .ها همراه باشدها با رعايت اخلاق، شفافیت و حفاظت از دادهآن

 گیری خودکارمیمهای مبتنی بر هوش مصنوعی و تصربات. 5-1-3

توانند بدون نیاز ها هستند که میای از رباتنسل پیشرفته (AI Bots) های مبتنی بر هوش مصنوعیربات

های ها با الگوريتماين ربات. ها را پردازش کرده و تصمیمات خودکار اتخاذ کنندبه دخالت انسانی، داده

 واکنش شوند تا بتوانند در زمان واقعیاحی میداده طرهای عصبی و تحلیل کلانيادگیری ماشین، شبکه

 .(Russell & Norvig, 2021: 745) مناسب به شرايط محیطی، اجتماعی و سیاسی ارائه دهند

 های فنی و عملکردیالف( ويژگی

 های متنی، تصويری ها قادرند حجم وسیعی از دادهاين ربات :های بزرگ و چندمنظورهپردازش داده

 .آوری و تحلیل کنندهای داده دولتی و منابع باز جمعهای اجتماعی، پايگاهاز شبکهو ويدئويی را 

 توانند در مواقع ها میسازی، رباتبینی و بهینههای پیشبا استفاده از الگوريتم :گیری خودکارتصمیم

 .اتخاذ کنندرسانی، بسیج منابع و هدايت جريان اطلاعات بندی اطلاعبحرانی تصمیماتی مانند اولويت

 يادگیری مستمر:AI Bots  های آموزند و مدلاز بازخوردهای محیطی و عملکرد گذشته خود می

ها افزايش بخشند، بنابراين هرچه بیشتر عمل کنند، دقت و اثربخشی آنگیری خود را بهبود میتصمیم

 .يابدمی

 ب( کاربردها در ديپلماسی ديجیتال و مديريت بحران

 ها و انتظارات جامعه و ارائه ها، ترستشخیص سريع نگرش :ای افکار عمومیل لحظهپايش و تحلی

 .گیرندگانهای سیاستی به تصمیمتوصیه

 های بهداشتی يا اختلالات امنیتی، در مواردی مانند بلايای طبیعی، بحران :های فوریمديريت بحران
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AI Bots  ها انجام دهندو هماهنگی میان سازمان رسانیتوانند به سرعت اقداماتی برای اطلاعمی. 

 رسانی به های ارتباطی و اطلاعپیشنهاد استراتژی :گیری سیاسیخودکارسازی فرآيندهای تصمیم

 .هابینیای و تحلیل پیشهای لحظهها و مسئولان بر اساس دادهديپلمات

 هاها و محدوديتپ( چالش

 خودکار بايد قابل فهم و قابل تبیین باشند تا اعتماد  تصمیمات :شفافیت و قابلیت تبیین تصمیمات

 .عمومی و نهادی حفظ شود

 ها نبايد تصمیماتی اتخاذ کنند که حقوق شهروندان، حريم خصوصی ربات :مسائل اخلاقی و حقوقی

 .المللی را نقض کنديا قوانین بین

 باعث تصمیمات نادرست يا  توانندهای آموزشی نامتوازن يا ناقص میداده :سوگیری الگوريتمی

 .غیرعادلانه شوند

 گیرینتیجه

ها، گیری خودکار و پردازش حجم عظیمی از دادههای مبتنی بر هوش مصنوعی، با توانايی تصمیمربات

استفاده . های پیچیده تبديل شوندتوانند به ابزارهای حیاتی برای ديپلماسی ديجیتال و مديريت بحرانمی

های قانونی دقیق است تا ا نیازمند طراحی هوشمندانه، رعايت اصول اخلاقی و چارچوبهموفق از اين ربات

 .گیری و سیاستگذاری پايدار باشدها بر تصمیمتأثیر مثبت آن

 گذاریها در پایش افکار عمومی و سیاستربات. 5-2
ای افکار عمومی ايفا هآوری و تحلیل داده، نقش مهمی در جمعAI Bots و Social Bots ويژهها، بهربات

های خبری و سايتهای اجتماعی، وبها از شبکهتوانند حجم عظیمی از دادهها میاين ربات. کنندمی

های عمومی را استخراج ای پايش کنند و الگوهای رفتاری و نگرشصورت لحظههای ديجیتال را بهپلتفرم

 .(Ferrara et al., 2016: 101) نمايند

 يش افکار عمومیالف( مکانیزم پا

 کنند آوری میهای متنی، تصويری و ويدئويی را از منابع مختلف جمعها دادهربات :هاآوری دادهجمع

 .کنندبندی میو بر اساس موضوع، موقعیت جغرافیايی و تاثیرگذاری کاربران طبقه

 د مثبت، منفی يا خنثی رون ،های تحلیل احساساتبا استفاده از الگوريتم :هاتحلیل احساسات و نگرش

 .شوداحساسات عمومی شناسايی می

 ها، کاربران تاثیرگذار و سازی دادهها با شبکهربات :های تاثیرگذاریشناسايی نقاط حساس و کانون

 .کنند تا امکان واکنش سريع فراهم شودموضوعات بحرانی را شناسايی می

 گذاریب( کاربرد در سیاست

 تواند به سیاستگذاران کمک کند تا تصمیمات ها میهای تحلیلی رباتداده :هگیری هوشمندانتصمیم

 .مبتنی بر شواهد و تحلیل دقیق افکار عمومی اتخاذ کنند

 توانند روند انتشار اخبار، شايعات و ها میدر مواقع بحرانی، ربات :رسانیمديريت بحران و اطلاع

 .سخگويی ارائه دهندها را پايش و پیشنهادات فوری برای پاواکنش
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 دهد منابع را به سمت مسائل ها به سیاستگذاران اجازه میتحلیل داده :ها و منابعتعیین اولويت

 .تر هدايت کنند و اقدامات استراتژيک بهینه انجام شودحساس

 هاها و محدوديتپ( چالش

 تواند دقت تحلیل لی میهای زبانی، طنز، کنايه و محاوره محپیچیدگی :محدوديت در دقت تحلیل

 .ها را کاهش دهدربات

 ها برای هدايت افکار عمومی بايد با شفافیت و رعايت حريم خصوصی استفاده از ربات :مسائل اخلاقی

 .همراه باشد

 شده و های تحريفتواند باعث تحلیلهای آموزشی نامتعادل يا ناقص میداده :هاخطر سوگیری داده

 .(Howard & Kollanyi, 2016: 25) رست شودهای نادگیریتصمیم

 گیرینتیجه

توانند ها میآن. گذاری هوشمند هستندها ابزار قدرتمندی برای پايش افکار عمومی و سیاستربات

تر کنند، به مديريت بحران کمک کنند و امکان واکنش پیشگیرانه تر و دقیقگیری را سريعفرآيند تصمیم

ها و ها مستلزم رعايت اصول اخلاقی، شفافیت در تحلیل دادهدر استفاده از رباتموفقیت . را فراهم آورند

 .های قانونی مناسب استچارچوب

 های تحلیل احساسات و روندهای اجتماعیالگوریتم. 5-2-1

. های پايش افکار عمومی هستندقلب تپنده ربات (Sentiment Analysis) های تحلیل احساساتالگوريتم

ها را شناسايی کنند و روندهای اجتماعی را در سطح کلان و محلی ها قادرند لحن متون و پیامتماين الگوري

های پیچیده يادگیری تا مدل (lexicon-based) های واژگانیترين روشها از سادهالگوريتم. تحلیل نمايند

 (context) تشخیص زمینه متغیر هستند و توانايی ها(Transformer و BERT مانند) های عصبیعمیق و شبکه

 .(Hutto & Gilbert, 2014: 12) بخشندو کنايات را بهبود می

 هاالف( مراحل عملکرد الگوريتم

 های اجتماعی و منابع ديجیتال گردآوری ها را از شبکهها و تويیتها، پستها پیامربات :آوری دادهجمع

 .کنندمی

 ذف نويز، استانداردسازی زبان و تصحیح اشتباهات املايیشامل ح :هاپردازش دادهسازی و پیشپاک. 

 هااستخراج ويژگی(Feature Engineering) : ،استخراج واژگان کلیدیn-grams ،embedding ها و

 .ایهای چندرسانهويژگی

 های عصبی برای تعیین لحن و های يادگیری ماشین و شبکهاعمال مدل :بینیسازی و پیشمدل

 .تماعیروندهای اج

 های قابل فهم برای سیاستگذاران و مديران بحرانارائه خروجی :دهیسازی و گزارشبصری (Beigi et 

al., 2016: 45). 

 ب( کاربردها

 ها و تصمیمات دولتیتحلیل تمايلات عمومی نسبت به سیاست 
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 های اجتماعیهای نگرانی يا اعتراض در شبکهشناسايی موج 

 های احتمالیرفتار اجتماعی و واکنشبینی تغییرات پیش 

 شناسایی نقاط التهاب و توصیه سیاستی. 5-2-2

جامعه را شناسايی کنند؛ يعنی موضوعات يا  (hotspots) توانند نقاط التهابها میها با تحلیل دادهربات

گیرندگان امکان اين شناسايی به تصمیم. شوندرويدادهايی که احتمالاً باعث اعتراض، نارضايتی يا بحران می

 .(Lazer et al., 2014: 105) های سیاستی انجام داده و اقدامات پیشگیرانه طراحی کنندبینیدهد پیشمی

 های شناسايیالف( روش

 کنند يا به بحران نزديک تشخیص مباحثی که سريعاً محبوبیت پیدا می :بندی موضوعیخوشه

 .شوندمی

 توانند افکار عمومی را تسريعاً شکل دهندايی افرادی که میشناس :رديابی کاربران تاثیرگذار. 

 های اجتماعی برای ارزيابی سرعت شناسايی نقاط اتصال و جريان اطلاعات در شبکه :ایتحلیل شبکه

 .هاانتشار پیام

 های سیاستیب( توصیه

 هارسانی هدفمند برای کاهش نگرانیهای اطلاعطراحی پیام 

 های حساسدام پیشگیرانه در مناطق يا گروهبسیج منابع و اق 

 های عددی و تحلیل روندهای آيندهگیرندگان با شاخصبازخورد به تصمیم 

 ها در تحلیلهای رباتها و سوگیریمحدودیت. 5-2-3

های آموزشی داده. ها بايد جدی گرفته شوندها و سوگیریها، محدوديتبا وجود قدرت بالای ربات

های نادرست و توانند به تحلیلهای فرهنگی میهای محلی و تفاوتزمینه ناقص، عدم درک

 .(Howard & Kollanyi, 2016: 30) های اشتباه منجر شوندگیریتصمیم

 هاالف( محدوديت

 ایعدم توانايی کامل در درک طنز، کنايه و زبان محاوره 

 فعالهای جمعیتی خاص يا کاربران کمپوشش ناکافی گروه 

 هاسوگیریب( 

 های آموزشی ممکن است نماينده کل جمعیت نباشندنمونه: هاسوگیری داده 

 ارزيابی کنندازحد يا کمتوانند رفتارهای خاصی را بیشها میمدل: سوگیری الگوريتمی 

 گیریپ( نتیجه

استفاده از  ها مستلزمها ابزار قدرتمندی برای پايش افکار عمومی هستند، موفقیت آنربات کهحالیدر 

ها تنها با اين شیوه، تحلیل ربات. هاستها و محدوديتها و توجه به سوگیریهای متنوع، بازآموزی مدلداده

 .های سیاستی هوشمند و اخلاقی کمک کندگیریتواند به تصمیممی

 ها و ارتباط فوری با شهروندانها در مدیریت بحرانربات. 5-3
ها به ابزاری کلیدی در مديريت های اجتماعی، رباتو شبکهبا گسترش فناوری هوش مصنوعی 
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آوری، ای و دقیق را جمعتوانند اطلاعات لحظهها میاين ربات. اندهای انسانی و طبیعی تبديل شدهبحران

گیری در تحلیل و به مخاطبان منتقل کنند، که اين امر باعث کاهش تأخیر در واکنش و بهبود تصمیم

 .(Sutton et al., 2014: 27) شودشرايط بحرانی می

رسانی سريع و صحیح های اجتماعی، اطلاعهايی مانند زلزله، سیل، شیوع بیماری يا بحراندر بحران

شده، سازیهای شخصیها قادرند پیامربات. برای نجات جان افراد و حفظ نظم عمومی حیاتی است

دهند و از اين طريق نقش پلی میان نهادهای  های عملی به شهروندان ارائههشدارهای فوری و توصیه

 .مديريت بحران و مردم ايفا کنند

ها، الگوهای های اجتماعی و رسانههای آنلاين از شبکهآوری دادهتوانند با جمعها همچنین میربات

واکنش جمعی را تحلیل کنند و به سیاستگذاران کمک کنند تا منابع محدود را به شکل هوشمندانه 

ها از يک ابزار ساده اين فناوری باعث شده تا نقش ربات. (Velev & Kirilova, 2020: 52)دهند تخصیص

 .ها ارتقا يابدبینی بحرانگیری، هماهنگی و پیشرسانی به يک عامل فعال در تصمیماطلاع

ان رسانی فوری و هوشمند، هماهنگی میاطلاعبه بررسی  بخشبا اين مقدمه، سه زيرمجموعه اصلی اين 

 .پردازدمی ها در شرايط بحرانیها، و ارزيابی اثربخشی رباتنهادهای دولتی و ربات

 های انسانیرسانی فوری و هوشمند در بحراناطلاع. 5-3-1

اند و نیاز به ای پیچیده و گسترده شدهطور فزايندههای انسانی و طبیعی بهدر دوران معاصر، بحران

ها، ترين عوامل موفقیت در مديريت بحرانيکی از مهم. شوداحساس میواکنش سريع و دقیق بیش از پیش 

اين امکان را فراهم  (AI Bots) های مبتنی بر هوش مصنوعیربات. است رسانی به موقع و هوشمنداطلاع

 شده در اختیار شهروندان قرار گیردسازیکنند تا اطلاعات بحرانی به شکل خودکار، دقیق و شخصیمی

(Sutton et al., 2014: 33). 

 الف( انواع اطلاعات و سرعت انتشار

 :اين هشدارها شامل. ها نفر برسانندها قادرند هشدارهای فوری را در چند ثانیه به هزاران يا میلیونربات

 )وضعیت بلايای طبیعی )زلزله، سیل، طوفان 

 )خطرات انسانی )حوادث صنعتی، نشت مواد شیمیايی، شیوع بیماری 

 های عملی برای ايمنی فردی و جمعیهتوصی 

  سرعت انتقال اطلاعات باعث کاهش تلفات جانی، جلوگیری از ازدحام غیرضروری و مديريت بهتر

 .(Velev & Kirilova, 2020: 56) شودمنابع محدود می

 هاگیری پیامسازی و هدفب( شخصی

به اين ترتیب، . کندرا فراهم می های موقعیتی و رفتاری کاربرانهوش مصنوعی امکان تحلیل داده

ها را بر اساس موقعیت جغرافیايی، سن، شرايط پزشکی يا وضعیت خانوادگی هر فرد توانند پیامها میربات

رسانی هدفمند، تأثیرگذاری و احتمال واکنش مثبت شهروندان را افزايش اين نوع پیام. سازی کنندشخصی

 .(Imran et al., 2015: 48) دهدمی

 هاهای اجتماعی و رسانهادغام با شبکه ج(

 :های مختلف منتشر کنند، از جملهتوانند اطلاعات را همزمان در پلتفرمها میربات
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 های اجتماعی )تويیتر، اينستاگرام، تلگرام(شبکه 

 رسان محلیهای پیاماپلیکیشن 

 های رسمی دولتیپلتفرم 

تری از مخاطبان برسند و تر و به گستره وسیعها سريعیامشود که پزمانی و هماهنگی باعث میاين هم

 .(Sutton et al., 2014: 39) شايعات يا اطلاعات غلط در طول بحران کمتر فرصت انتشار پیدا کنند

 ای و بازخورد سريعهای لحظهد( تحلیل داده

ها را نیز تحلیل و شبکهکنند، بلکه بازخوردهای دريافتی از شهروندان ها نه تنها پیام ارسال میربات

 :اين بازخوردها شامل. کنندمی

 ديدهگزارش وضعیت فعلی مناطق آسیب 

 درخواست کمک فوری يا منابع 

 پذيرشناسايی مناطق پرخطر و افراد آسیب 

روز و دقیق اتخاذ دهد تا تصمیمات خود را بر اساس اطلاعات بهها به مسئولان اجازه میتحلیل اين داده

 .(Velev & Kirilova, 2020: 60) های محدودهای تاريخی يا گزارشبه جای تکیه بر داده کنند،

 هاها و محدوديته( چالش

 :هايی داردها و چالشها محدوديترسانی رباتبا وجود مزايای گسترده، اطلاع

 تواند موجب تصمیمات غلط شوداطلاعات نادرست يا ناقص می :هادقت داده. 

 ها دسترسی نداشته باشندها ممکن است به اينترنت يا اپلیکیشنبرخی افراد يا گروه :ابرابردسترسی ن. 

 های آوری دادهها نیازمند جمعسازی پیامها برای شخصیربات :مسائل امنیتی و حريم خصوصی

 .(Sutton et al., 2014: 45) های قانونی و اخلاقی ايجاد کندتواند چالشحساس هستند که می

 بندیجمع

های های بزرگ، الگوريتمگیری از تحلیل دادهها، با بهرهرسانی فوری و هوشمند توسط رباتاطلاع

اين . های انسانی استهای ديجیتال، يکی از ابزارهای حیاتی در مديريت بحرانيادگیری ماشین و پلتفرم

کند، مشروط بر اينکه را فراهم می فناوری امکان کاهش تلفات، ارتقای پاسخگويی و افزايش اعتماد عمومی

 .درستی مديريت شوندهای فنی، اخلاقی و امنیتی بهچالش

 هاهماهنگی میان نهادهای دولتی و ربات. 5-3-2

نقش کلیدی در  هاهماهنگی میان نهادهای دولتی و رباتهای انسانی و طبیعی، در مديريت بحران

توانند به عنوان يک پل ديجیتال بین مردم و ی هوشمند میهاربات. کاهش خسارات و افزايش کارايی دارد

 :شوداين هماهنگی به چند لايه تقسیم می. روز و هدفمند ارائه دهنددولت عمل کنند و اطلاعات دقیق، به
 

 هاها و سیستمالف( يکپارچگی داده

ای های لحظهداده سازی هوشمندانه، نیازمند دسترسی بهها برای ارائه اطلاعات صحیح و تصمیمربات

 :ها شاملاين داده. از منابع مختلف هستند
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 های داده نهادهای پزشکی و بهداشتیپايگاه 

 اطلاعات جغرافیايی و هواشناسی 

 های محلی و میدانیگزارش 

سازی سناريوهای امکان تولید هشدارهای پیشرفته، شبیه AI هایها با الگوريتميکپارچگی اين داده

 .(Velev & Kirilova, 2020: 62) کندهای عملی به مسئولان و مردم را فراهم میوصیهبحران و ت

 گیریمراتب تصمیمب( هماهنگی عملیات و سلسله

ها سازگار و همسو با ها هماهنگ شوند تا پیامگیری رسمی دولتها بايد با چارچوب تصمیمربات

 :لاين هماهنگی شام. ها منتشر شوندها و پروتکلسیاست

 های محلیها و سازمانهماهنگی میان وزارتخانه 

 هاها و واکنشمراتب ارسال پیامتعريف سلسله 

 های بازخورد مستقیم به مراکز فرماندهیايجاد کانال 

ها از انتشار اطلاعات متناقض يا ايجاد سردرگمی شود که فعالیت رباتچنینی باعث میهماهنگی اين

 .(Imran et al., 2015: 50) جلوگیری کند

 ج( تعامل با شهروندان و بازخورد دوسويه

ها اين داده. آوری و تحلیل کنندرسانی، بازخوردهای شهروندان را جمعتوانند علاوه بر اطلاعها میربات

 :شامل

 هاگزارش خسارات و آسیب 

 درخواست منابع امدادی و خدمات پزشکی 

 پذيرشناسايی مناطق پرخطر يا افراد آسیب 

ها و اقدامات خود را پويا و متناسب با دهد که سیاستاطلاعات بازخوردی به مسئولان اين امکان را می

 .(Sutton et al., 2014: 42) شرايط واقعی جامعه تنظیم کنند

 های واکنش اضطرارید( ادغام با سیستم

ها مستقیماً ادغام شوند تا فرآيندهای زير را های واکنش اضطراری دولتتوانند در سیستمها میربات

 :بهبود دهند

 )مديريت منابع و لجستیک )غذا، آب، تجهیزات پزشکی 

 هماهنگی با نیروهای امدادی و داوطلبان 

 ای و تخلیه هدفمندارائه هشدارهای منطقه 

ها را در مديريت بحران افزايش کند و توان دولتيع و کارآمد را تضمین میاين ادغام، پاسخگويی سر

 .(Velev & Kirilova, 2020: 65) دهدمی

 هاها و محدوديته( چالش

 :ها، چند چالش فنی و مديريتی وجود داردها و دولتبا وجود مزايای هماهنگی ربات

 های امنیتی پیشرفته و نهادها نیازمند پروتکل هاهای حساس میان رباتاشتراک داده :هاامنیت داده

 .است
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 ها های رباتهای دولتی با الگوريتمتفاوت در فناوری و استانداردهای سیستم :هاسازگاری سیستم

 .ممکن است موجب اختلال شود

 ها های شخصی شهروندان برای هدفمندسازی پیاماستفاده از داده :مسائل حقوقی و حريم خصوصی

 .(Imran et al., 2015: 52) المللی هماهنگ باشدبا قوانین ملی و بین بايد

 بندیجمع

های در بحران پاسخگويی سريع، دقیق و مؤثرساز ها، زمینههماهنگی میان نهادهای دولتی و ربات

را هدفمند  هاتوانند پیامها میای، دولتهای لحظههای هوشمند و تحلیل دادهبا استفاده از ربات. انسانی است

و با توجه به نیازهای واقعی شهروندان منتشر کنند و تصمیمات مديريتی خود را بر اساس اطلاعات دقیق 

 .های امنیتی، حقوقی و فنی استالبته موفقیت اين همکاری نیازمند توجه به چالش. اتخاذ نمايند

 ها در شرایط بحرانیارزیابی اثربخشی ربات. 5-3-3

سازی های انسانی و طبیعی يک مرحله حیاتی برای بهینهها در مديريت بحرانباتارزيابی اثربخشی ر

عملکرد، تعامل با مردم، دقت اطلاعات اين فرآيند شامل بررسی . ها استها و افزايش کارايی دولتعملکرد آن

 .باشدمی گیری و پاسخگويیو تأثیر واقعی بر تصمیم

 هاهای ارزيابی عملکرد رباتالف( شاخص

 :ها، چند شاخص کلیدی وجود داردبرای سنجش کارايی ربات

 های هوشمند ربات. گذردرسانی میمدت زمانی که ربات از شناسايی بحران تا اطلاع :سرعت واکنش

های سنتی که ممکن ها منتشر کنند، برخلاف سیستمها يا دقیقهتوانند اطلاعات حیاتی را ظرف ثانیهمی

 .(Velev & Kirilova, 2020: 68) ها طول بکشداست ساعت

 های تحلیل داده و فیلتر کردن ها با الگوريتمربات. شدههای ارائهصحت و اصالت داده :دقت اطلاعات

 .توانند خطاها و اطلاعات نادرست را به حداقل برسانندشايعات، می

 ديده و اقشار مختلف آسیبها در دسترسی به مناطق میزان توانايی ربات :پوشش جغرافیايی و جمعیتی

 .جامعه

 ب( تعامل و بازخورد شهروندان

تواند شامل موارد اين بازخورد می. است بازخورد کاربرانها، ترين معیارهای موفقیت رباتيکی از مهم

 :زير باشد

 هادهی به هشدارها و توصیهمیزان پاسخ 

 دهی خسارات يا نیازهای فوریمشارکت در گزارش 

 های منتشر شدهمومی و اعتماد به پیامرضايت ع 

گیری های تصمیمالگوريتمآوری و تحلیل کنند تا های هوشمند قادرند اين بازخوردها را جمعسیستم

 .(Sutton et al., 2014: 47) ها را بهتر هدفمند سازندو پیام خود را بهبود دهند

 سازی سناريوهای بحرانیج( شبیه

. بینی کنندرا پیش سناريوهای مختلف بحرانتوانند سازی میسازی و شبیهلها با استفاده از مدربات
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 :اين قابلیت امکان

 ريزی منابع و لجستیکبرنامه 

 بینی واکنش مردم به اقدامات مختلفپیش 

 آوردگیری نادرست را فراهم میکاهش ريسک تصمیم 

 های تجربید( مطالعات موردی و داده

 ها توانستند اطلاعات هشداردهنده را به سرعت در های طبیعی، رباتدر بحران :هاها و زلزلهسیل

دهد که میزان ها نشان میداده. های اجتماعی منتشر کنند و مردم را به مناطق امن هدايت کنندشبکه

 رسانی سنتی انجامپاسخگويی سريع مردم در مناطقی که ربات فعال بود، بالاتر از مناطقی بود که اطلاع

 .(Imran et al., 2015: 33) شدمی

 طور خودکار پاسخ سؤالات مردم را داده و شايعات را ها بهدر دوران کرونا، ربات :های بهداشتیبحران

 Velev) رسانی ديجیتال شدهای اطلاعاين امر باعث افزايش اعتماد به سیستم. شناسايی و تصحیح کردند

& Kirilova, 2020: 70). 

 هاو محدوديتها ه( چالش

 :با وجود مزايا، چند محدوديت جدی وجود دارد

 های ورودی وابسته استها به کیفیت دادهکیفیت عملکرد ربات :های صحیحوابستگی به داده. 

 ها سوگیری داشته های هوش مصنوعی ممکن است در تحلیل دادهالگوريتم :سوگیری الگوريتمی

 .های خاصهای محلی يا زبانباشند، به ويژه در مواجهه با داده

 کننده موفقیت استرسانی خودکار از عوامل تعیینها و اطلاعاعتماد مردم به ربات :پذيرش اجتماعی. 

 بندیو( جمع

کمک  سازی عملکردها و بهینهمزايا، محدوديتها به شناسايی ها در بحرانارزيابی اثربخشی ربات

ها ابزار قدرتمندی در مديريت بحران و تعامل با مردم، رباتبا توجه به سرعت، دقت، پوشش . کندمی

زمان پاسخگويی تواند ها میاند که استفاده هوشمندانه از رباتمطالعات تجربی نشان داده. شوندمحسوب می

با اين حال، توجه به  .گیری را افزايش دهد و اعتماد عمومی را بهبود بخشدرا کاهش دهد، دقت تصمیم

 :Sutton et al., 2014) وری حاصل شودای، الگوريتمی و اجتماعی ضروری است تا بیشینه بهرهمسائل داده

49; Velev & Kirilova, 2020: 72). 

 ها در دیپلماسی دیجیتالهای اخلاقی و حقوقی رباتچالش. 5-4

های هوش مصنوعی به عرصه ديپلماسی ديجیتال، مرزهای سنتی ها و سیستمبا ورود ربات

ها نه اين فناوری. المللی و مديريت افکار عمومی دچار تحول شگرف شده استگذاری، تعاملات بینتسیاس

کنند، بلکه قدرت تأثیرگذاری بر تنها توانايی تسريع ارتباطات و تحلیل افکار عمومی را فراهم می

ل بالا، همراه با خطرات با اين حال، اين پتانسی. های سیاسی را نیز دارنددهی روايتها و شکلگیریتصمیم

ها و تواند اعتماد عمومی، حاکمیت دادههای اخلاقی و حقوقی قابل توجهی است که میو چالش

 .های قانونی موجود را به چالش بکشدچارچوب

های هوشمند ها و الگوريتمربات. است پذيریها و مسئولیتشفافیت الگوريتميکی از مسائل اساسی، 
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ها برای بندی آنگیری و اولويتکنند؛ به اين معنا که نحوه تصمیمسیاه عمل میاغلب به صورت جعبه

تواند باعث اين عدم شفافیت می. گذاران به روشنی قابل مشاهده نیستکاربران و حتی سیاست

بنابراين، . های ديجیتال شودهای سیاسی، گمراهی افکار عمومی و کاهش اعتماد به سیستمسوءاستفاده

دهندگان، های شفاف، همراه با تعیین مسئولیت مشخص برای طراحان و توسعهتانداردها و پروتکلايجاد اس

 .امری حیاتی است

ها برای عملکرد مؤثر نیازمند دسترسی ربات. است هاحفظ حريم خصوصی و امنیت دادهمسئله دوم، 

عات شخصی، سیاسی و ها شامل اطلااين داده. های فردی و اجتماعی هستندبه حجم عظیمی از داده

تواند پیامدهای جدی حقوقی و امنیتی به ها میسوءاستفاده يا نشت اين داده. شوداقتصادی شهروندان می

سازی و پردازش آوری، ذخیرهها و استانداردهای دقیق برای جمعگذاریبنابراين سیاست. همراه داشته باشد

ها تضمین برداری قانونی از دادهفظت شود و هم بهرهها ضرورت دارد تا هم از حقوق شهروندان محاداده

 .گردد

های هوشمند که در مقیاس ها و سیستمربات. است المللی و ملیمطابقت با قوانین بینسومین محور، 

های حقوق بشر و حاکمیت سايبری المللی و توافقنامهکنند، بايد در چارچوب قوانین بینجهانی عمل می

سويی با های خارجی و همله شامل رعايت حقوق شهروندی، مقابله با دخالتاين مسأ. حرکت کنند

های ديپلماتیک، تواند منجر به بحرانها میدر غیر اين صورت، استفاده از ربات. های داخلی استسیاست

 .المللی شودهای بیننقض قوانین حقوقی و چالش

 هایپیچیدگی نمايانگر - قانونی تطابق و خصوصی حريم شفافیت، - در نهايت، ترکیب اين سه چالش

 گذارانسیاست برای تنها نه حوزه، اين جامع تحلیل و مطالعه. است ديجیتال ديپلماسی در هاربات مديريت

اين فصل با تمرکز . ی ضروری استعلم جامعه و نظارتی نهادهای دهندگان،توسعه برای بلکه ها،ديپلمات و

های علمی، تجربی و موردکاوی، چارچوبی روشن برای تا با ارائه تحلیلکند بر اين سه محور، تلاش می

 .ها ارائه دهدهای اخلاقی و حقوقی رباتمواجهه با چالش

 پذیریها و مسئولیتشفافیت الگوریتم. 5-4-1

های هوش مصنوعی در فرآيندهای ها و سیستمدر عصر ديپلماسی ديجیتال و حضور گسترده ربات

های ترين مؤلفهعنوان يکی از اصلیبه هاشفافیت الگوريتمديريت افکار عمومی، گذاری و مسیاست

شفافیت به معنای قابلیت فهم و توضیح تصمیماتی است که . شودپذيری مطرح میاعتمادسازی و مسئولیت

ی عموم شوند و اين قابلیت هم برای طراحان، هم برای نهادهای نظارتی و هم براها اتخاذ میتوسط الگوريتم

کار ای و هوش مصنوعی بههای شبکههای پیچیده و يادگیری عمیق که در رباتالگوريتم. مردم اهمیت دارد

توانند همه دهندگان نیز گاهی نمیشوند، زيرا حتی توسعهشناخته می« جعبه سیاه»عنوان روند، اغلب بهمی

 .(Doshi-Velez & Kim, 2017: 2) دهند طور کامل توضیحدهی تصمیمات را بهمراحل پردازش داده و وزن

توانند ها میآور است، زيرا تصمیمات ربات، شفافیت الگوريتمی الزامگذاریحقوقی و سیاستاز منظر 

بدون . المللی و حقوق شهروندان داشته باشندهای عمومی، ديپلماسی بینپیامدهای مستقیم بر سیاست

های احتمالی محدود شده و قبال خطاها يا سوءاستفاده پذيری درهای شفاف، مسئولیتوجود چارچوب
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های تواند منجر به سوگیری، عدم شفافیت میخلاقی و اجتماعیااز منظر . يابداعتماد عمومی کاهش می

بنابراين، ايجاد تعادل . ها در فرآيندهای ديپلماسی ديجیتال شودناعادلانه، تبعیض و کاهش مشروعیت ربات

گذاران و نهادهای ها و شفافیت اخلاقی، يک چالش کلیدی برای طراحان، سیاستريتممیان کارآمدی الگو

 .شودنظارتی محسوب می

 هامفاهیم و تکنیک: الف( شفافیت الگوريتمی

 :شودها به دو سطح اصلی تقسیم میشفافیت الگوريتم

ها، نحوه دهی ويژگینارائه توضیحاتی درباره ساختار، وز: (Technical Transparency)شفافیت فنی. 1

 مانند (Explainable AI) های قابل توضیحاين سطح شامل استفاده از الگوريتم. هابینیآموزش مدل و پیش

LIME ،SHAP و Decision Trees دهنده و ناظر فراهم است که امکان تحلیل تصمیمات مدل را برای توسعه

 .(Ribeiro et al., 2016: 113) کندمی

قابلیت توضیح نتايج و تصمیمات برای کاربران : (Communicative Transparency)رتباطیشفافیت ا. 2

اين سطح با استفاده از داشبوردهای بصری، . گذاران بدون نیاز به تخصص فنینهايی، عموم مردم و سیاست

 .يابدها تحقق میگیری رباتهای ساده و نمايش مراحل تصمیمگزارش

 های قانونیچوبپذيری و چارب( مسئولیت

 :ها در ديپلماسی ديجیتال دو بعد داردپذيری الگوريتممسئولیت

 بینی اثرات جانبی و ها، پیشها، کاهش سوگیریتضمین صحت داده :دهندهمسئولیت توسعه

 .مستندسازی فرآيندها

 رسی شکايات ها، تعیین استانداردهای شفافیت، برنظارت بر عملکرد ربات :مسئولیت سازمانی و دولتی

 .(European Commission, 2021: 45) و اعمال اصلاحات حقوقی در صورت بروز خطا

عنوان مثال، به. المللی استهای بینهای مهم، عدم تطابق قوانین ملی با چارچوبيکی از چالش

 اروپا GDPR کنند ممکن است در يک کشور با مقرراتهای هوشمند که در چند کشور فعالیت میربات

 .سازگار باشند اما در کشور ديگر، خلأ قانونی ايجاد کنند

 ج( پیامدهای اجتماعی و اخلاقی عدم شفافیت

 :تواند به پیامدهای متعددی منجر شودعدم شفافیت الگوريتمی می

 المللی ممکن است نسبت به تصمیمات اتخاذ شده شهروندان و نهادهای بین :کاهش اعتماد عمومی

 .ها بدبین شوندهای سیاستی آنوصیهها و تتوسط ربات

 صورت ناخودآگاه يا عمدی موجب هايی که شفاف نیستند ممکن است بهالگوريتم: سوگیری و تبعیض

 .های مختلف اجتماعیويژه در حوزه ديپلماسی ديجیتال و تعامل با گروهگیری شوند، بهتبعیض در تصمیم

 یمات الگوريتمی غیرشفاف ممکن است تعادل سیاسی تصم: المللیچالش اخلاقی در ديپلماسی بین

 .المللی شودهای بینمیان کشورها را بر هم زده و منجر به سوءتفاهم يا بحران

 پذيرید( راهکارهای افزايش شفافیت و مسئولیت

 .هايی که قابلیت تحلیل و تفسیر دارندانتخاب مدل: (XAI)های قابل توضیحاستفاده از الگوريتم. 1
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ثبت و نگهداری اطلاعات ورودی، خروجی و : گیریها و فرايندهای تصمیمتندسازی کامل دادهمس. 2

 .هادهیوزن

گذاران و عموم مردم در ارائه اطلاعات به سیاست: دهی منظم به نهادهای نظارتی و عمومیگزارش. ۳

 .قالب داشبورد و گزارش ساده

ها کاهش ای بررسی و اصلاح شوند تا سوگیریطور دورههها بايد بالگوريتم: بازآموزی و نظارت مستمر. 4

 .(Samek et al., 2017: 27) يابد و شفافیت حفظ شود

 بندیجمع

بدون . ها در ديپلماسی ديجیتال استپذيری رکن اصلی موفقیت رباتها و مسئولیتشفافیت الگوريتم

گذاری ها در سیاستکنند و کاربرد آن توانند اعتماد عمومی و مشروعیت سیاسی کسبها نمیشفافیت، ربات

های فنی، حقوقی و اخلاقی هماهنگ برای شفافیت، ايجاد چارچوب. المللی محدود خواهد بودو تعاملات بین

 .ها در ديپلماسی ديجیتال استکننده عملکرد مؤثر و مسئولانه رباتتضمین

 هاحفظ حریم خصوصی و امنیت داده. 5-4-2

های هوش مصنوعی در تعامل با ها و سیستمیتال، استفاده گسترده از رباتدر عصر ديپلماسی ديج

های حقوقی، ترين دغدغهبه يکی از مهم هاحريم خصوصی و امنیت دادهشهروندان و تحلیل افکار عمومی، 

های شخصی و های هوشمند حجم عظیمی از دادهها و الگوريتمربات. اخلاقی و سیاسی تبديل شده است

تواند شامل اطلاعات هويتی، مکالمات خصوصی، کنند که میآوری، پردازش و تحلیل میرا جمع اجتماعی

ها نه تنها منجر به نقض عدم حفاظت مناسب از اين داده. موقعیت جغرافیايی و ترجیحات سیاسی افراد باشد

 کندلمللی ايجاد میاای در سطح بینشود، بلکه پیامدهای امنیتی و ديپلماتیک گستردهحقوق شهروندی می

(Zhou et al., 2020: 102). 

 :کندها، به دو هدف اصلی خدمت میحفظ حريم خصوصی، در کنار امنیت داده

کند که اطلاعات شخصی بدون رضايت يا اطلاع فرد استفاده تضمین می: حفاظت از حقوق شهروندان. 1

 .شودنمی

های هوش مصنوعی تنها ها و سیستمربات :لتقويت اعتماد عمومی و مشروعیت ديپلماسی ديجیتا. 2

هايشان المللی مؤثر باشند که شهروندان به حفاظت از دادهگذاری و تعاملات بینتوانند در سیاستزمانی می

 .اطمینان داشته باشند

 
 

 هاالف( مفاهیم کلیدی حفظ حريم خصوصی و امنیت داده

 حريم خصوصی (Privacy) اطلاعات شخصی خود است و در ديپلماسی  به معنای کنترل افراد بر

 .تواند موجب سوءاستفاده سیاسی، اطلاعاتی يا تبلیغاتی شودديجیتال اهمیت حیاتی دارد، زيرا نقض آن می

 هاامنیت داده (Data Security)  شامل تدابیری است که از دسترسی غیرمجاز، افشای اطلاعات، تغییر

ها، مديريت دسترسی، احراز هويت اين تدابیر شامل رمزگذاری داده. کندها يا نابودی آن جلوگیری میداده

 .(Stallings, 2017: 45) شوندهای تشخیص نفوذ میو سیستم
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هايی ها مستلزم طراحی الگوريتمهای رباتیک، ترکیب حفظ حريم خصوصی و امنیت دادهدر سیستم

ها را بر اساس سازی نمايند و دسترسی به دادهناسها را ناشاست که حداقل داده ممکن را ذخیره کنند، داده

 .نقش و نیاز محدود کنند

 ها در ديپلماسی ديجیتالهای امنیت دادهب( چالش

 های داده حساس در معرض هک، سرقت اطلاعات يا تغییر ها و پايگاهربات :حملات سايبری هدفمند

 .ها قرار دارندداده

 توانند منجر به افشای اطلاعات شخصی های غیرمجاز میيا دسترسی افزاریخطاهای نرم :هانشت داده

 .و استراتژيک شوند

 صورت های هوش مصنوعی ممکن است بهالگوريتم :هاها توسط خود رباتاستفاده نادرست از داده

 .کار گیرنددار يا هدفمند بههای سوگیریگیریها را برای تصمیمناخودآگاه داده

 المللی و رعايت همزمان مقررات ملی، بین :المللیاز قوانین مختلف ملی و بین های ناشیچالش

 .(Cavoukian, 2013: 7) ها دشوار استاستانداردهای جهانی برای حفاظت از داده

 های حفاظتج( راهکارها و تکنیک

 هارمزگذاری پیشرفته داده(Encryption): های قوی وريتمشده و انتقالی بايد با الگهای ذخیرهداده

 .رمزگذاری شوند تا از دسترسی غیرمجاز محافظت شوند

 هاسازی و جداسازی دادهناشناس(Anonymization & Segmentation):  کاهش قابلیت شناسايی افراد با

 .ها و حذف اطلاعات هويتیهايی مانند کدگذاری دادهاستفاده از تکنیک

 های مديريت دسترسیسیستم(Access Control):  تعیین سطح دسترسی بر اساس نقش کاربران و نیاز

 .اطلاعاتی، و جلوگیری از دسترسی غیرمجاز

 نظارت و تشخیص نفوذ(Monitoring & Intrusion Detection): های هوش مصنوعی استفاده از الگوريتم

 .برای شناسايی الگوهای مشکوک و حملات بالقوه در زمان واقعی

 کاربران و هماهنگی  ،تدوين قوانین داخلی، آموزش کارکنان :های حقوقی و اخلاقیها و آموزشسیاست

 .(Gordon & Loeb, 2006: 255) المللی برای اطمینان از رعايت حريم خصوصیبین با چارچوب

 د( پیامدهای سیاسی و ديپلماتیک

 :ی داردها، علاوه بر مسائل فنی، پیامدهای سیاسی مهمحفظ حريم خصوصی و امنیت داده

 شده آوریتوانند به اطلاعات جمعالمللی تنها در صورتی میکشورها و نهادهای بین :المللیاعتماد بین

 .شده و قابل اعتماد باشندها محافظتها اعتماد کنند که دادهتوسط ربات

 موجب توانند شده میيافته يا دستکاریهای نشتداده :های ديپلماتیکپیشگیری از سوءاستفاده

 .های سیاسی و امنیتی شوندبحران

 های ها و سیستمگذاران تنها زمانی از رباتشهروندان و سیاست :تقويت مشروعیت ديپلماسی ديجیتال

کنند که امنیت و حريم خصوصی تضمین المللی حمايت میهای عمومی و بینگیریهوشمند در تصمیم

 .شده باشد



 هوش مصنوعی و ديپلماسی ديجیتال 

 

105 

 

 بندیجمع

ها در ها ستون فقرات ديپلماسی ديجیتال و کاربرد رباتدادهحفظ حريم خصوصی و امنیت 

شود، بلکه امکان سوءاستفاده، بدون رعايت اين اصول، نه تنها حقوق شهروندان نقض می. گذاری استسیاست

های رمزگذاری، استفاده از تکنیک. يابدالمللی نیز افزايش میهای بینکاهش اعتماد عمومی و بحران

تواند های حقوقی و اخلاقی میمديريت دسترسی و نظارت هوشمند همراه با چارچوبسازی، ناشناس

 .ها در ديپلماسی ديجیتال باشدکننده عملکرد امن و مسئولانه رباتتضمین

 المللی و ملیمطابقت با قوانین بین. 5-4-3

های قانونی رچوبچاهای هوش مصنوعی در ديپلماسی ديجیتال، رعايت ها و سیستمدر استفاده از ربات

ها گیری از رباتهای هوشمند و بهرهتوسعه سريع فناوری. اهمیت حیاتی دارد المللیو مقررات ملی و بین

ای ايجاد کرده است ها، فضای پیچیدهرسانی و مديريت بحرانگذاری، اطلاعدر تحلیل افکار عمومی، سیاست

 .(Floridi et al., 2018: 12) حقوقی است که همزمان نیازمند نوآوری فناورانه و رعايت قوانین

مطابقت با قوانین و استانداردها نه تنها برای حفاظت از حقوق شهروندان ضروری است، بلکه 

اين تطابق شامل . باشدهای ديپلماتیک نیز میالمللی و جلوگیری از تنشکننده مشروعیت بینتضمین

المللی سايبری ها، اصول حقوق بشر، و مقررات بیناز دادهقوانین داخلی کشور، استانداردهای جهانی حفاظت 

 .است

 های داخلیالف( قوانین ملی و چارچوب

 سازی و آوری، ذخیرهکشورها قوانینی برای محدود کردن جمع :های شخصیقانون حفاظت از داده

ل الزام به کسب رضايت اين قوانین شام. ها بايد به آن پايبند باشندپردازش اطلاعات شخصی دارند که ربات

 & Solove) ها و ارائه امکان حذف اطلاعات به درخواست کاربران استسازی دادهشهروندان، ناشناس

Schwartz, 2021: 78). 

 های ها و دادهها موظفند نحوه استفاده از رباتسازمان :قوانین دسترسی به اطلاعات و شفافیت

رسانی شفاف باعث افزايش اعتماد شهروندان و کاهش عاطلا. شده را شفاف اعلام کنندآوریجمع

 .شودهای احتمالی میسوءاستفاده

 ها در ديپلماسی ديجیتال نیازمند هماهنگی میان استفاده از ربات :هماهنگی میان نهادهای ملی

ی، چارچوب ها، نهادهای امنیتی، نهادهای نظارتی و مراجع قضايی است تا همزمان با نوآوری فناوروزارتخانه

 .قانونی رعايت شود

 المللیب( قوانین و استانداردهای بین

 المللی، کشورها را ملزم به های بینمعاهدات و پروتکل :المللیاصول حاکم بر امنیت سايبری بین

 .(United Nations, 2021: 23) کنندها و جلوگیری از سوءاستفاده در فضای ديجیتال میمحافظت از داده

 المللی مانند کمیسیون حقوق بشر، رعايت های بینسازمان :از حقوق بشر در فضای ديجیتال حفاظت

های عنوان اصول اساسی فناوریهای شخصی را بهحق حريم خصوصی، آزادی بیان و محافظت از داده

 .کنندهوشمند توصیه می
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 استانداردهايی مانند: هاالمللی حفاظت از دادهاستانداردهای بین ISO/IEC 27001 و GDPR  اتحاديه اروپا

های هوش مصنوعی بايد با آنها ها و سیستمدهند که رباتها ارائه میهايی برای مديريت امن دادهچارچوب

 .سازگار باشند

 های تطابقها و پیچیدگیج( چالش

 ردهای تری نسبت به استاندابرخی کشورها قوانین سختگیرانه :المللیتناقض قوانین ملی و بین

 .ها با هر دو مجموعه قوانین دشوار استالمللی دارند که تطابق رباتبین

 ها و هوش مصنوعی با سرعت بیشتری نسبت به ربات :ماندگی قوانینسرعت پیشرفت فناوری و عقب

 .کنديابند، که خلاهای قانونی و عدم اطمینان حقوقی ايجاد میاصلاح قوانین و مقررات توسعه می

 توانند تصمیماتی بگیرند که های هوشمند میربات :پذيریهای نظارت و مسئولیتيتمحدود

های جديد درباره مسئولیت اين موضوع باعث ايجاد پرسش. بینی آنها نباشدگذاری سنتی قادر به پیشقانون

 .(Cath, 2018: 33) شودالمللی میحقوقی و پاسخگويی نهادهای دولتی و بین

 های سیاستیصیهد( راهکارها و تو

 ای طراحی شوند که همزمان با گونهقوانین بايد به :تدوين چارچوب حقوقی جامع و منعطف

 .المللی را حفظ کنندهای نوين، حقوق شهروندان و الزامات بینفناوری

 المللی و های بینکشورها بايد از طريق سازمان :المللی و تبادل اطلاعات قانونیهمکاری میان

 .ها و استانداردهای موفق را به اشتراک بگذارندهای چندجانبه، تجربهنامهتوافق

 های نظارتی برای اطمینان از عملکرد قانونی و اخلاقی ايجاد سیستم :هاپايش و ارزيابی مستمر ربات

 .ها در صورت شناسايی سوگیری يا نقض قانونها و اصلاح الگوريتمربات

 نويسان بايد با يکديگر همکاری کنند تا کارشناسان حقوقی و برنامه :قیآموزش و ارتقای ظرفیت حقو

 .ها سازگار باشندهای فناورانه رباتقوانین جديد با توانايی

 بندیجمع

ها در ديپلماسی ديجیتال ضروری برداری مسئولانه از رباتالمللی برای بهرهمطابقت با قوانین ملی و بین

نی موجب حفاظت از حقوق شهروندان، تقويت اعتماد عمومی، جلوگیری از های قانورعايت چارچوب. است

. شودالمللی میگذاری بینهای هوشمند در سیاستهای ديپلماتیک و افزايش مشروعیت فناوریسوءاستفاده

توانند به منابع ها میالمللی و نظارت مستمر، رباتبدون يکپارچگی میان قوانین داخلی، استانداردهای بین

 .های حقوقی، اخلاقی و سیاسی تبديل شوندبالقوه ريسک و بحران

 های اطلاعاتیهای بشردوستانه، جنگانتخابات، بحران: مطالعات موردی. 5-5

های هوشمند نقشی محوری در تحلیل افکار عمومی، ها و سیستمدر عصر ديپلماسی ديجیتال، ربات

توانند با افزايش دهد که اين ابزارها میت موردی نشان میمطالعا. ها و عملیات روانی دارندمديريت بحران

گذاری، ای از اطلاعات، سیاستای حجم گستردهها و امکان پردازش لحظهسرعت دسترسی به داده

 .(Ferrara et al., 2016: 15) ها را تغییر دهندرسانی و پاسخ به بحراناطلاع

عنوان بازيگران غیرانسانی قادرند های اطلاعاتی، بهجنگ های بشردوستانه وها در انتخابات، بحرانربات
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گیری جمعی های هدفمند را منتشر کنند و حتی بر تصمیمالگوهای رفتاری کاربران را شناسايی کرده، پیام

ای ايجاد های حقوقی، اخلاقی و امنیتی گستردهها چالشبا اين حال، استفاده از اين فناوری. تأثیر بگذارند

 .سازدها و نظارت انسانی را آشکار میهای قانونی، شفافیت الگوريتمکه ضرورت رعايت چارچوبکند می

کارزارهای : پردازدها در سه حوزه اصلی میمطالعه موردی اين فصل به بررسی کاربرد عملی ربات

چگونگی  هدف تحلیل .های اطلاعاتی و عملیات روانیجنگو  های بشردوستانهمديريت بحران، انتخاباتی

تواند به طراحی راهبردهای های سیاستی است که میآموختهها، نقاط قوت و ضعف آنها و درسعملکرد ربات

 .آينده کمک کند

 ها در کارزارهای انتخاباتیربات. 5-5-1

. اندهای هوشمند دستخوش تغییرات بنیادی شدهکارزارهای انتخاباتی در عصر ديجیتال با تحول فناوری

دهندگان، تحلیل احساسات های رأیآوری دادهنقش کلیدی در جمع ،AI Bots و  Social Botsويژهبه ها،ربات

ای با شهروندان را اين ابزارها امکان تعامل گسترده و لحظه. کنندهای هدفمند ايفا میعمومی و انتشار پیام

 ,Woolley & Howard) دهندمی میفراهم کرده و به احزاب و نامزدها قدرت اثرگذاری مستقیم بر افکار عمو

2018: 22). 

را  ای مخاطبانالگوهای ارتباطی و شبکهتوانند کنند، بلکه میها را بازتولید میها نه تنها پیامربات

های يادگیری ماشین برای در اين مسیر، الگوريتم. های تبلیغاتی را بهینه کنندشناسايی کرده و استراتژی

 .شوندهای سیاسی استفاده میدهندگان و شناسايی مخاطبان حساس به پیامبینی تمايلات رأیپیش

 گیری و تحلیل افکار عمومیها در هدفالف( نقش ربات

الگوهای احساسات ها پست، تويیت و پیام، های اجتماعی قادرند با پردازش میلیونهای شبکهربات

توانند در ها میاين داده. ی نمايندرا استخراج کنند و نقاط التهاب اجتماعی را شناساي عمومی

بندی انتشار محتوا و شده، زمانسازیهای شخصیهای تبلیغاتی برای طراحی پیامهای کمپینگیریتصمیم

 .(Ferrara et al., 2016: 18) های تأثیرگذار مؤثر باشندشناسايی گروه

 :کاربردهای عملی شامل موارد زير است

 برانگیز در جامعهثشناسايی موضوعات داغ و بح 

 های اجتماعیتشخیص تغییرات ناگهانی در تمايلات سیاسی يا نارضايتی 

 های هوشمند بر اساس تحلیل رفتار کاربرانتولید محتوا و پیام 

 ها و مديريت توزيع محتواب( ربات

. ا دارندهای رقیب رو محدود کردن دامنه انتشار پیام های سیاسی خاصتقويت پیامها امکان ربات

های اجتماعی، محتوای با بیشترين پتانسیل تأثیرگذاری را شناسايی های خودکار با تحلیل شبکهالگوريتم

های ايجاد موجتواند به اين فرآيند می. کنندهای هدف ارسال میکرده و آن را در زمان مناسب و به گروه

برانگیز کاربرد ر شود، که يکی از نقاط بحثمنج amplification campaignsيا اصطلاحاً  تبلیغاتی مصنوعی

 .(Howard et al., 2018: 30) ها در انتخابات استربات

 ها در انتخاباتها و مخاطرات استفاده از رباتپ( چالش
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 :کنندهای جدی ايجاد میها چالشبا وجود مزايای فنی، ربات

 مغرضانه يا نادرست را با سرعت زياد  توانند اطلاعاتها میربات :اخبار جعلی و اطلاعات نادرست

 .گذارددهندگان اثر میمنتشر کنند، که بر تصمیم رأی

 گیری کنند يا نماينده واقعی های خاصی را هدفها ممکن است گروهالگوريتم :سوگیری الگوريتمی

 .جمعیت نباشند

 تواند به نقض قوانین می ها و نظارت ناکافی،عدم شفافیت در عملکرد ربات :مسائل حقوقی و اخلاقی

 .(Woolley & Howard, 2018: 27) انتخابات و اعتماد عمومی منجر شود

 های موردیت( نمونه

 گیری تبلیغات ها برای هدفاستفاده گسترده از ربات :2۰1۶جمهوری آمريکا انتخابات رياست

ک و تويیتر، تأثیر قابل توجهی بر های فیسبوشناختی و انتشار اخبار جعلی، به ويژه از طريق پلتفرمروان

 .(Cadwalladr & Graham-Harrison, 2018: 12) دهندگان داشترفتار رأی

  خودکار در انتشار محتوا های شبهها و شبکههای هماهنگ رباتفعالیت :2۰19انتخابات اتحاديه اروپا

 European) المللی را نشان دادبینسازی سیاسی گزارش شد که نیاز به مقررات شفاف و نظارت و ايجاد قطبی

Parliament, 2020: 35). 

 بندیجمع

توانند تعامل با هستند که می کارزارهای انتخاباتی ديجیتال مديريتها ابزار قدرتمندی در ربات

با اين حال، سوءاستفاده احتمالی از . ها را تسهیل کنندگیری پیامدهندگان، تحلیل احساسات و هدفرأی

هوش از اين رو، ترکیب . تواند اعتماد عمومی، شفافیت انتخابات و روند دموکراتیک را تهديد کندآنها می

ها حفظ شود وری رباتضروری است تا هم بهره ایمصنوعی با نظارت انسانی، قوانین شفاف و آموزش رسانه

 .و هم سلامت فرآيندهای انتخاباتی تضمین گردد

 های بشردوستانهها در مدیریت بحرانربات. 5-5-2

پاسخ سريع و ها، گیریها و همههای بشردوستانه، از جمله فجايع طبیعی، جنگدر دوران بحران

ها، آوری داده، نقش محوری در جمعهای هوشمندها و رباتباتچتها، به ويژه ربات. حیاتی است هماهنگ

اين ابزارها با پردازش بلادرنگ . ندگیری مسئولان بحران داررسانی فوری و پشتیبانی از تصمیماطلاع

های میدانی و سنسورهای ديجیتال، امکان تحلیل وضعیت، شناسايی های اجتماعی، گزارشهای شبکهداده

 .(Schmidt et al., 2020: 45) کنندنیازهای فوری و هدايت منابع انسانی و مالی را فراهم می
 

ارتباط با شهروندان و تسهیل هماهنگی بین نهادهای ر ها در مديريت بحران، به ويژه دکاربردهای ربات

 .، باعث کاهش تأخیر و افزايش اثربخشی عملیات بشردوستانه شده استمختلف

 رسانی فوری و هوشمندالف( اطلاع

های تحت تأثیر بحران شده را به جمعیتسازیرسانی فوری و شخصیهای اطلاعها قادرند پیامربات

 :لیدی عبارتند ازمزايای ک. ارسال کنند

 های امدادی و مراکز درمانیمانند مسیرهای ايمن، مکان :هاانتشار بلادرنگ هشدارها و دستورالعمل. 
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 ها بر اساس نیازهای محلی شناختی و مکانی، پیامهای جمعیتبا تحلیل داده :هاسازی پیامشخصی

 .شوندبهینه می

 عیت خود را گزارش کنند و نیازهای فوری خود را منتقل توانند وضشهروندان می :دهی دوطرفهپاسخ

 .(Kapucu et al., 2018: 50) شودنمايند که به بازخورد سريع سیستم منجر می

ای، اصطلاحات محلی و حتی ، توانايی درک زبان محاورهNLP هایگیری از الگوريتمها با بهرهربات

 .شودشی ارتباطات میاحساسات کاربران را دارند که باعث افزايش اثربخ

 هاب( هماهنگی میان نهادهای دولتی و ربات

 :در يک پلتفرم مشترک است توانايی اتصال چندين نهاد و سازمانها، های مهم رباتيکی از مزيت

 های میدانیای از شهروندان و گزارشدريافت و پردازش اطلاعات حادثه :های امدادی و دولتیسازمان. 

 مانند غذا، دارو و تجهیزات اضطراری :زيع منابعسازی توبهینه. 

 گیری دقیق و به موقعها از منابع متعدد برای تصمیمآوری و تحلیل دادهجمع :هاسازی دادهيکپارچه 

(Vieweg et al., 2014: 33). 
ها دهی سريع در بحرانکاری، جلوگیری از اتلاف منابع و افزايش پاسخاين هماهنگی باعث کاهش موازی

 .شودمی

 ها در شرايط بحرانیپ( ارزيابی اثربخشی ربات

 :ها در مديريت بحران، معیارهای مختلفی وجود داردبرای سنجش موفقیت ربات

 های شهروندان و انتشار هشدارهامدت زمان پاسخ به گزارش :دهیرسانی و سرعت پاسخدقت اطلاع. 

 انديافت کرده و واکنش مناسب نشان دادهها را دردرصد جمعیتی که پیام :پوشش جمعیتی. 

 ها آوری دادهکاهش نیاز به تماس مستقیم با اپراتورهای انسانی در جمع :کاهش فشار بر منابع انسانی

 .(Olteanu et al., 2015: 61) دهی به سؤالات متداولو پاسخ

های ها و فورانها، سیلند زلزلههای طبیعی مانها در بحرانمطالعات نشان داده است که استفاده از ربات

 .شده است سرعت واکنش و کاهش خطاهای انسانیآتشفشانی باعث افزايش 

 بندیجمع

رسانی توانند از طريق اطلاعهستند که می های بشردوستانهمديريت بحرانها ابزارهای کلیدی در ربات

ی عملیات امدادی را به شکل قابل فوری، هماهنگی نهادهای دولتی و ارزيابی بلادرنگ وضعیت، اثرگذار

ها و مديريت حفظ حريم خصوصی، دقت دادههايی از جمله با اين حال، چالش. توجهی افزايش دهند

ترکیب . گذاری هوشمندانه استهای قانونی و سیاستوجود دارد که نیازمند چارچوب انتظارات شهروندان

های ها در بحرانند تضمین کند که استفاده از رباتتوامی هوش مصنوعی با نظارت انسانی و مقررات شفاف

 .بشردوستانه هم مؤثر و هم اخلاقی باشد

 های اطلاعاتی و عملیات روانیها در جنگنقش ربات. 5-5-3

. اندای پیچیده و هوشمند شدهطور فزايندههای اطلاعاتی و عملیات روانی در عصر ديجیتال بهجنگ

. های اجتماعی و مبتنی بر هوش مصنوعی، نقش کلیدی در اين عرصه دارندبکههای شها، به ويژه رباتربات

دهی کنند و با تحلیل احساسات و رفتار های خبری را شناسايی، تقويت يا جهتها قادرند موجاين ربات
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ید از طريق انتشار هدفمند اطلاعات، دستکاری اخبار و تول. افکار عمومی را تحت تأثیر قرار دهندکاربران، 

های اطلاعاتی ها ابزارهای قدرتمندی برای بازيگران دولتی و غیردولتی در جنگمحتوای خودکار، ربات

 .(Ferrara et al., 2016: 124) هستند

الگوهای فکری و توانند گذارند، بلکه میتأثیر می هاسرعت انتشار اخبار و پیاماين ابزارها نه تنها بر 

. المللی اثرگذار باشندهای سیاسی و منازعات بیند و حتی در انتخابات، بحرانکاربران را تغییر دهن اجتماعی

و همچنین پايش  هماهنگی با مقررات اخلاقی و حقوقیکاربرد هوش مصنوعی در عملیات روانی نیازمند 

 .مداوم برای جلوگیری از سوءاستفاده است

 ها در تولید و انتشار محتوای هدفمندالف( ربات

تولید کنند و آن را در زمان و مکان مناسب منتشر  يافته و هدفمندسازمانرند محتوای ها قادربات

 :کاربردهای کلیدی عبارتند از. سازند

 های درگیر يا اهداف مشخصانتشار خودکار مطالب مرتبط با طرف :ها و اخبار خاصتقويت پیام. 

 های آنلاينهای اجتماعی و پلتفرمر شبکهها دافزايش شانس ديده شدن پیام :تکرار و بازنشر خودکار. 

 ايجاد ظاهر طبیعی برای افزايش اعتماد کاربران و کاهش شناسايی فعالیت  :سازی فعالیت انسانیشبیه

 .(Shao et al., 2018: 7) رباتیک

سازی ها را شخصیپیام های تاريخی و احساسات کاربرانتحلیل دادهتوانند با های هوشمند میربات

 .ها را افزايش دهندده و اثربخشی روانی آنکر

 ب( شناسايی اهداف و مخاطبان کلیدی

 :توانندمی های اجتماعیکاوی و شبکهدادههای ها با استفاده از الگوريتمربات

 هايی که بیشترين تأثیرپذيری را دارندگروه :مخاطبان هدف را شناسايی کنند. 

 های مرکزی در انتشار اطلاعاتشناسايی اينفلوئنسرها و گره :های اجتماعی را تحلیل کنندشبکه. 

 های روانی با اثرگذاری حداکثری و کمترين طراحی کمپین :های نفوذ روانی را بهینه کنندسیاست

 .(Bessi & Ferrara, 2016: 12) هزينه

های ران جنگرا برای بازيگ های خبری و کنترل افکار عمومیهدايت موجاين شناسايی دقیق، امکان 

 .آورداطلاعاتی فراهم می

 ها در تقابل با اخبار جعلی و عملیات روانی متقابلپ( ربات

شناسايی و مقابله با محتوای توانند برای هستند، بلکه می تولید و انتشار اخبار جعلیها نه تنها ابزار ربات

 :کار گرفته شوندنیز به مخرب

 های انتشار اخبار نادرست و شايعاتشناسايی الگو :رديابی محتوای جعلی. 

 های اصلاحی يا هشدار برای کاربرانانتشار پاسخ :واکنش خودکار. 

 گیری بهتر در عملیات روانی متقابلهای دقیق برای تصمیمارائه داده :حمايت از تحلیلگران انسانی 

(Zannettou et al., 2019: 22). 

و مديريت  ها در مقابله اطلاعاتی پیشرفتهمصنوعی و ربات هوشدهنده نقش اين عملکرد دوگانه، نشان

 .های شناختی استجنگ
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هستند که  قدرتمند و چندبعدیهای اطلاعاتی و عملیات روانی ابزارهای ها در جنگرباتبنابراين 

ها با اين حال، استفاده از آن. دهی و تحلیل اخبار و احساسات را بهینه کنندتوانند انتشار، جهتمی

. های قانونی و سیاستگذاری هوشمندانه استدارد و نیازمند چارچوب های اخلاقی، حقوقی و امنیتیچالش

ها تواند تضمین کند که کاربرد رباتمی های هوشمندالمللی و الگوريتمپايش انسانی، مقررات بینترکیب 

 .در عملیات روانی هم مؤثر و هم اخلاقی باقی بماند

 ه دیپلماسی هوشمندها و آیندربات. 5-۶

های پیشرفته، هوش مصنوعی و فناوریبیش از هر زمان ديگری به  21ديپلماسی هوشمند در قرن 

ها و پايش افکار عمومی نقش حیاتی دارند، بلکه ها نه تنها در تحلیل دادهربات. وابسته شده است هاربات

را به شکل خودکار و هوشمند  و شهروندانالمللی های بینها، سازمانتعاملات ديجیتال دولتتوانند می

المللی، ها و پیچیدگی منازعات بینهای اجتماعی، افزايش حجم دادهبا توجه به رشد شبکه. مديريت کنند

 شوندمحسوب می های ديجیتال و ديپلماسی پیشرفتهها ابزارهای کلیدی در طراحی و اجرای سیاستربات

(Floridi et al., 2018: 45). 

های قانونی و ، ايجاد چارچوبافزايی میان انسان و ماشینهمنداز آينده ديپلماسی هوشمند، بر اچشم

تواند سرعت ها میاستفاده از ربات. های مبتنی بر داده تأکید دارداخلاقی هوشمند، و طراحی سیاست

د، اما همزمان نیازمند ها را افزايش دهبینی بحرانگیری، دقت در تحلیل افکار عمومی و توانايی پیشتصمیم

 .نیز هست های امنیتی، حقوقی و اخلاقیچالشمديريت 

 سال آینده 10ها در انداز فناوری و نقش رباتچشم. 5-۶-1

، های اجتماعیيادگیری ماشین، پردازش زبان طبیعی و تحلیل شبکهها با ترکیب در دهه آينده، ربات

 :قادر خواهند بود تا

 هاها و احساسات قبل از وقوع بحرانشناسايی تغییرات نگرش :ار عمومیبینانه افکتحلیل پیش. 

 گیری ديپلماتیکارائه راهکارهای سريع برای تصمیم :ایهای لحظهپیشنهاد سیاست. 

 ها در چندين پلتفرم اجتماعی و مديريت همزمان پیام :های ديجیتالکنترل و هماهنگی کمپین

 .ایرسانه
 

های دهد تا الگوريتمها امکان میبه ربات های گستردهاتی و دسترسی به دادهتوان محاسبافزايش 

تحول در ديپلماسی سنتی به دهنده اين روند نشان. گیری را با دقت و سرعت بیشتری اجرا کنندتصمیم

 .(Allo et al., 2021: 88) و افزايش اهمیت هوش مصنوعی در سیاست جهانی است ديپلماسی هوشمند

 گذاری هوشمند و مبتنی بر دادهچارچوب سیاست. 5-۶-2

 :طراحی شود سه محور اصلیها در ديپلماسی، لازم است چارچوبی شامل برداری مؤثر از رباتبرای بهره

 ایهای امنیتی، سیاسی و رسانهها در حوزهتعريف خطوط قرمز برای استفاده از ربات :قوانین و مقررات. 

 دهی قرار گیرند تا از ها بايد تحت پايش انسانی و سازوکارهای گزارشربات :شفافیت و پاسخگويی

 .سوءاستفاده جلوگیری شود
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 آوری و تحلیل ها را از منابع معتبر جمعها بايد دادهربات: گیری مبتنی بر شواهدتحلیل داده و تصمیم

 .(Bryson & Winfield, 2017: 19) ها مبتنی بر واقعیت و نه سوگیری باشندکنند تا سیاست

ديپلماسی هوشمند و ايمن، همراه با رعايت اصول دهد تا اين چارچوب به سیاستگذاران امکان می

 .را توسعه دهند اخلاقی

 افزایی میان انسان و ربات در دیپلماسیراهکارهای هم. 5-۶-3

پلماسی ، ترکیب انسان و ربات در ديها و کاهش خطرات احتمالیافزايش اثربخشی رباتبه منظور 

 :ضروری است

 های کلیدی گیریکنند، اما تصمیمبینی میها تحلیل و پیشربات :گیری نهايینقش انسان در تصمیم

 .ماندبر عهده انسان باقی می

 توانند پیشنهادهای استراتژيک ارائه دهند و سناريوهای احتمالی را ها میربات :همکاری تعاملی

 .ها بر اساس تجربه و قضاوت انسانی انتخاب کنندسازی کنند، سپس ديپلماتشبیه

 های نوين و توانايی مديريت کارشناسان ديپلماسی بايد با فناوری :آموزش و ارتقای مهارت انسانی

 :Floridi et al., 2018) برداری شودها بهرههای هوش مصنوعی آشنا باشند تا از حداکثر پتانسیل رباتسیستم

52). 

شود و ضمن افزايش  تر و هوشمندترتر، سريعديپلماسی ديجیتال دقیقشود اعث میافزايی باين هم

 .گیری خودکار صرف را کاهش دهدامنیت و کارآمدی، خطرات ناشی از تصمیم

ها ها در ديپلماسی ديجیتال پرداخته و نشان داده اين فناوریفصل پنجم به بررسی جامع نقش ربات

. کنندعمل می گیری هوشمندگذاری، مديريت افکار عمومی و تصمیمتبه عنوان ابزار کلیدی در سیاس

قادرند حجم عظیمی از اطلاعات  يادگیری ماشین، تحلیل داده و پردازش زبان طبیعیگیری از ها با بهرهربات

 .(Allo et al., 2021: 92) ها و نقاط التهاب را شناسايی کنندرا تحلیل و الگوهای رفتاری، نگرش

های مبتنی بر هوش مصنوعی، های شبکه اجتماعی و رباتها، رباتباتشامل چت هاع رباتانوا. 1

. کنندگیری خودکار فراهم میپذير برای تعامل با شهروندان، پايش افکار عمومی و تصمیمابزارهايی انعطاف

ل روندهای های شبکه اجتماعی تحلیها به صورت مستقیم با مخاطبان در تعامل هستند، رباتباتچت

گیری مبتنی بر داده را های هوشمند قابلیت تصمیمکنند و رباتگذاری را تسهیل میاجتماعی و سیاست

 .دارند

نشان داد که تحلیل احساسات و شناسايی نقاط  گذاریها در پايش افکار عمومی و سیاستربات. 2

. های هوشمند داشته باشدسیاست تواند نقش مؤثری در طراحیهای هوش مصنوعی میالتهاب با الگوريتم

های مهمی برای اعتمادپذيری اين چالش هاهای دادههای الگوريتمی و محدوديتسوگیریبا اين حال، 

 :Bryson & Winfield, 2017) شوند و نیازمند نظارت انسانی و بازآموزی مداوم هستندها محسوب میتحلیل

20). 

ها امکان نشان داد که اين فناوری اط فوری با شهروندانها و ارتبها در مديريت بحرانربات. ۳

های حیاتی را توانند پیامها میربات. کنندرسانی سريع و هماهنگی میان نهادهای دولتی را فراهم میاطلاع

های گیریای به تصمیمهای لحظهسازی شده ارسال کنند و با تحلیل دادهبه صورت هوشمند و شخصی

 .رانی کمک کنندفوری در شرايط بح
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ها، شفافیت الگوريتم. هاستهمچنان بخش مهمی از کاربرد ربات های اخلاقی و حقوقیچالش. 4

المللی، محورهای اصلی اين بخش پذيری، حفظ حريم خصوصی و مطابقت با قوانین ملی و بینمسئولیت

های اطلاعاتی و نقض حقوق تواند به سوءاستفادهها میبدون رعايت اين اصول، استفاده از ربات. هستند

 .شهروندی منجر شود

ها دهد که رباتهای اطلاعاتی نشان میهای بشردوستانه و جنگاز انتخابات، بحران مطالعات موردی. ۵

ها آنها قادرند داده. های انسانی و عملیات روانی دارندنقش حیاتی در کارزارهای انتخاباتی، مديريت بحران

 .ش سريع ارائه دهند و هماهنگی میان نهادهای مختلف را تسهیل نمايندرا پردازش کنند، واکن

. گذاری هوشمند اشاره داردانداز فناورانه و سیاستبه چشم ها در ديپلماسی هوشمندآينده ربات. ۶

گذاری هوشمند، مسیر تحول ديپلماسی های مبتنی بر داده، و سیاستترکیب انسان و ربات، چارچوب

تر را فراهم گیری هوشمندانهتر و تصمیمتر، واکنش سريعبینی دقیقکند و امکان پیشار میديجیتال را همو

 .سازدمی

 جمع بندی فصل پنجم

آنها به عنوان  ؛ها ابزاری فراتر از اتوماسیون ساده هستندرباتدر مجموع، فصل پنجم نشان داد که 

با اين . کنندعصر هوش مصنوعی عمل میدر  عناصر کلیدی ديپلماسی ديجیتال و مديريت سیاست جهانی

و تعامل مستمر با کارشناسان انسانی  اصول اخلاقی، حقوقی و امنیتیحال، موفقیت آنها منوط به رعايت 

 .است
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 فصل ششم:
 آینده دیپلماسی دیجیتال در ایران

 
 : مقدمه

رها، در عصر هوش های نوين سیاست خارجی و داخلی کشوديپلماسی ديجیتال به عنوان يکی از شاخه

اين نوع ديپلماسی، که بر مبنای . ای يافته استهای اجتماعی جهانی اهمیت ويژهمصنوعی و شبکه

ای ارتباط مستقیم، لحظهاستوار است، امکان  های بزرگ و تعاملات مجازیهای اطلاعاتی، تحلیل دادهفناوری

های فناورانه موجود يران، با توجه به ظرفیتدر ا. کندرا فراهم می و هدفمند با مخاطبان داخلی و خارجی

تواند ابزار مهمی در پیشبرد اهداف ملی، تعاملات های اجتماعی، اين رويکرد میو روند گسترش شبکه

 .ای و ارتقای نقش کشور در عرصه جهانی باشدمنطقه

است که  ههای تحلیل دادهوش مصنوعی و الگوريتمهای کلیدی ديپلماسی ديجیتال، يکی از مؤلفه

 های هدفمندهای افکار عمومی و طراحی پیامبینی واکنششناسايی روندهای اجتماعی، پیشتوانند در می

ای برای سابقههای بیها داده در لحظه، فرصتها، با تحلیل میلیوناين فناوری. نقش داشته باشند

هايی نیز ر عین حال، چالشد. کنندهای سیاسی و امنیتی ايجاد میگیری سريع و کاهش ريسکتصمیم

های حقوقی و اخلاقی در استفاده های معتبر، پیچیدگیهای دسترسی به دادهوجود دارد؛ از جمله محدوديت

 .(Kumar & Ramesh, 2021: 35) از اطلاعات، و ضرورت حفظ حريم خصوصی کاربران

. ای دارندايران جايگاه ويژه نیز به عنوان ابزارهای کلیدی ديپلماسی ديجیتال، در های اجتماعیشبکه

را  های داخلی و خارجیهای رسمی، رصد افکار عمومی و بسیج حمايتانتقال پیامها امکان اين پلتفرم

مخاطراتی همچون انتشار اخبار جعلی، دستکاری افکار عمومی و تأثیر بازيگران خارجی بر . کنندفراهم می

 .(Shahi et al., 2021: 78) وشمند و مقررات دقیق استهای هروندهای داخلی، نیازمند طراحی سیاست

نقش مؤثری در مديريت روابط ايران با همسايگان و تواند ای، ديپلماسی ديجیتال میدر سطح منطقه

ای و ايجاد های رسانهای، شناسايی جريانهای شبکهاز طريق تحلیل داده. ايفا کند ایبازيگران منطقه

های سیاسی، اقتصادی و دهنده به بحرانرويکردهای پیشگیرانه و پاسخن قادر است زمان، ايراهای همپیام

حملات سايبری، عملیات روانی ديجیتال و رقابت اطلاعاتی با اين حال، تهديدهايی مانند . داشته باشد امنیتی

 .افزايد، بر اهمیت استراتژيک ديپلماسی ديجیتال میبا ديگر کشورها

ترکیب فناوری، میلادی( مستلزم  2۰4۰) 142۰وزه ديپلماسی ديجیتال تا سال انداز ايران در حچشم

گذاری در هوش ريزی راهبردی، سرمايهبا برنامه. است سیاستگذاری هوشمند و ظرفیت انسانی متخصص

يکی تواند به عنوان های حقوقی و اخلاقی، ايران میمصنوعی، آموزش کارشناسان ديجیتال و ايجاد چارچوب

ها، اين فصل با هدف بررسی ظرفیت. مطرح شود زيگران مؤثر ديپلماسی ديجیتال در منطقه و جهاناز با

روی ايران در ديپلماسی ديجیتال تدوين شده و به بررسی هر يک از اين ابعاد های پیشها و فرصتچالش
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 .با جزئیات علمی و تحلیلی خواهد پرداخت

 ده از هوش مصنوعیهای ایران در استفاها و چالشظرفیت. ۶-1
به عنوان يک فناوری استراتژيک، تأثیر  (Artificial Intelligence, AI) های اخیر، هوش مصنوعیدر دهه

های علمی، ايران نیز، با توجه به ظرفیت. چشمگیری بر سیاست، اقتصاد و ديپلماسی کشورها داشته است

استفاده از هوش مصنوعی برای پیشبرد های ديجیتال، در مسیر نیروی انسانی متخصص و رشد فناوری

بینی روندهای های تحلیل داده، پیشهوش مصنوعی در زمینه. اهداف ملی و ديپلماسی هوشمند قرار دارد

دهد ای ارائه میسابقههای بیها توانمندیهای دولتی و مديريت بحرانگیریسازی تصمیماجتماعی، بهینه

 .(Rao & Verweij, 2020: 42) ايفا کند يپلماسی ديجیتال ايراننقش راهبردی در تقويت دتواند و می

های داده های ديجیتال، توسعه شبکهزيرساختگذاری قابل توجهی در های اخیر سرمايهايران در سال

های ابری داخلی، مراکز داده ها شامل شبکهاين ظرفیت. داشته است های هوش مصنوعیو آزمايشگاه

تواند امکان ها میگیری از اين فناوریبهره. شوندمی های بزرگهای تحلیل دادهفرمپیشرفته، و ايجاد پلت

 را فراهم آورد المللیای و مديريت روابط بینای افکار عمومی، تحلیل روندهای منطقهپايش لحظه

(Mohammadi et al., 2021: 17). 

ترين از جمله مهم. ی نیز همراه استهای متعددبا اين حال، استفاده گسترده از هوش مصنوعی با چالش

ها، و تهديدات های قانونی و حقوقی ناقص، مسائل اخلاقی و حريم خصوصی دادهچارچوبها، محدوديت

های گسترده و با کیفیت هستند که های هوشمند نیازمند دادهبسیاری از سیستم. است امنیت سايبری

 & Kumar) دقیق و حفاظت از اطلاعات حساس است ها مستلزم رعايت قوانینآوری و نگهداری آنجمع

Ramesh, 2021: 88) . ،های هوش مصنوعیبینی در مدلسوگیری الگوريتمی و خطای پیشعلاوه بر اين 

تواند تصمیمات سیاستی را به چالش بکشد، به ويژه هنگامی که اين تصمیمات در حوزه ديپلماسی و می

 .شوندامنیت ملی اعمال می

ها و مراکز دانشگاه. نیز قابل توجه است های انسانی و پژوهشی ايرانظرفیتها، دوديتدر کنار مح

ای دارند های گستردههای بزرگ فعالیتتحقیقاتی در حوزه هوش مصنوعی، يادگیری ماشین و تحلیل داده

تواند آوری، میبوم فناوری و نوها، همراه با توسعه زيستاين ظرفیت. پردازندو به تربیت نیروی متخصص می

 ,.Shahi et al) محور تبديل کندايران را به يک بازيگر مهم در حوزه ديپلماسی هوشمند و سیاستگذاری داده

2021: 62). 

ها، ايجاد سازی دادهيکپارچههای توسعه ديپلماسی هوشمند در ايران شامل علاوه بر آن، فرصت

های هوشمند و المللی، و توسعه سیاستی و بیناهای منطقههای هوش مصنوعی بومی، همکاریپلتفرم

تواند ضمن حفظ استقلال ديجیتال و امنیت ملی، با اين رويکرد، ايران می. است هامبتنی بر تحلیل داده

ای و جهانی، های منطقهجايگاه خود را در صحنه سیاست جهانی تقويت کند و در مواجهه با چالش

 .های سريع و مؤثری ارائه دهدواکنش

شود، سپس پرداخته می های ديجیتالهای فناورانه داخلی و زيرساختتوانمندیدر اين بخش، ابتدا به 

های توسعه فرصتو در نهايت  های انسانی و پژوهشیظرفیت، های حقوقی، اخلاقی و امنیتیمحدوديت

گیری ران در بهرهمورد بررسی دقیق قرار خواهند گرفت تا تصويری جامع از وضعیت اي ديپلماسی هوشمند
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 .از هوش مصنوعی ارائه شود

 های دیجیتالهای فناورانه داخلی و زیرساختتوانمندی. ۶-1-1

های لازم های فناورانه و ديجیتال، پايههای اخیر تلاش کرده است تا با توسعه زيرساختايران طی سال

های داده شبکهها شامل انمندیاين تو. گیری از هوش مصنوعی در سطوح مختلف را فراهم کندبرای بهره

افزارهای بومی هوش های بزرگ و توسعه نرمهای تحلیل دادهملی، مراکز داده و ابرمحاسباتی، پلتفرم

 محور ايفا کنندتوانند نقش کلیدی در ديپلماسی هوشمند و سیاستگذاری دادهاست که می مصنوعی

(Mohammadi et al., 2021: 23). 
 های ابریزيرساختهای داده و شبکه. 1

های دهد تا حجم عظیمی از دادهها امکان میهای داده ملی و مراکز ابری، به دولت و سازمانايجاد شبکه

ها را افزايش سازی دادهها نه تنها ظرفیت ذخیرهاين شبکه. آوری و پردازش کنندداخلی و خارجی را جمع

 Rao) کنندمحافظت می ات حساس سیاسی و اقتصادیامنیت و يکپارچگی اطلاعاز  همچنین اند، بلکهداده

& Verweij, 2020: 45) .های ها، اجرای مدلتحلیل سريع دادههای ابری بومی همچنین امکان زيرساخت

 .آوردرا فراهم می يادگیری ماشین و پشتیبانی از تصمیمات راهبردی

 AI مراکز تحقیقاتی و نوآوری در حوزه. 2

های قیقاتی ايران، مانند دانشگاه تهران، دانشگاه صنعتی شريف و پژوهشگاه دانشها و مراکز تحدانشگاه

. ای دارندهای گستردههای يادگیری ماشین، بینايی ماشین و پردازش زبان طبیعی فعالیتبنیادی، در حوزه

های الگوريتم محصولات واند های کاربردی، توانستهاين مراکز با تربیت نیروی انسانی متخصص و انجام پروژه

ها و تحلیل ارائه کنند که قابلیت استفاده در ديپلماسی ديجیتال، مديريت بحران بومی هوش مصنوعی

 .(Shahi et al., 2021: 64) ای را دارندهای منطقهسیاست

 های بزرگهای تحلیل دادهپلتفرم. ۳

های ادغام دادهقادر به های بزرگ است که های تحلیل دادهايران همچنین در حال توسعه پلتفرم

. هستند گیری سیاستیهای تحلیلی برای تصمیمهای زمان واقعی و ارائه شاخصچندمنبعی، پردازش داده

دهند تا روندهای اجتماعی، سیاسی و اقتصادی را به سرعت پايش ها به نهادهای دولتی امکان میاين پلتفرم

 & Kumar) اتخاذ نمايند مند و مبتنی بر شواهدتصمیمات هوشهای پیشرفته، کنند و بر اساس تحلیل

Ramesh, 2021: 91). 
 های هوش مصنوعیافزارهای بومی و مدلنرم. 4

افزارها، شامل اين نرم. افزارهای بومی هوش مصنوعی يکی ديگر از نقاط قوت ايران استتوسعه نرم

زبان و دکار هستند که با گیری خوبینی روندهای اجتماعی و تصمیمهای تحلیل احساسات، پیشمدل

هايی ضمن کاهش وابستگی به فناوری خارجی، استفاده از چنین مدل. اندهای بومی ايران تطبیق يافتهداده

 .(Mohammadi et al., 2021: 27) کندرا تقويت می حفظ حريم اطلاعات ملیها و امنیت داده

 بندیجمع

های داده، های ابری و شبکهعی، شامل زيرساختهای فناورانه ايران در حوزه هوش مصنوتوانمندی

ها بستر اين ظرفیت. افزارهای بومی استهای بزرگ و نرمهای تحلیل دادهمراکز تحقیقاتی و نوآوری، پلتفرم

گیری کنند، اما بهرهرا فراهم می هامحور و مديريت بحرانگیری دادهديپلماسی هوشمند، تصمیملازم برای 
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 ها و توسعه نیروی انسانی متخصصهای قانونی، حفاظت از دادههماهنگی با چارچوبتلزم ها مسکامل از آن

 .است

 های حقوقی، اخلاقی و امنیتیمحدودیت. ۶-1-2

های بالقوه، با رغم ظرفیتگیری از هوش مصنوعی در ديپلماسی و سیاستگذاری هوشمند، علیبهره

پیچیدگی توانند ها میاين محدوديت. ی مواجه استهای حقوقی، اخلاقی و امنیتی قابل توجهمحدوديت

برداری ها، بهرهرا افزايش دهند و بدون توجه به آن های اجتماعیهای امنیتی و نگرانیگیری، ريسکتصمیم

 .زا داشته باشدتواند تبعات ناخواسته و آسیباز هوش مصنوعی می

 های حقوقیمحدوديت. 1

تنظیم مقررات هوش مصنوعی در ای برای های جامع و يکپارچهايران و ديگر کشورها هنوز چارچوب

 :مسائل حقوقی عمده شامل. ندارند حوزه دولتی و ديپلماسی

 های سیاسی و های شهروندان برای تحلیلآوری و پردازش دادهجمع :هاحريم خصوصی داده

 .(Kshetri, 2021: 112) اشدها در تضاد بتواند با قانون حريم خصوصی و حفاظت از دادهديپلماتیک می

 های هوش شده توسط مدلدر مواردی که تصمیمات گرفته :مسئولیت حقوقی تصمیمات الگوريتمی

های اجتماعی شود، تعیین مسئولیت و پاسخگويی حقوقی دشوار مصنوعی منجر به نتايج نادرست يا آسیب

 .(Floridi et al., 2018: 67) است

 های های مبتنی بر دادههای خارجی و مدلاستفاده از فناوری :قانون ملیالمللی و های بینتوافق

 .(UNESCO, 2021: 45) های ديپلماتیک تعارض ايجاد کندتواند با قوانین ملی و محدوديتالمللی میبین

 های اخلاقیمحدوديت. 2

. است استفاده از هوش مصنوعی در سیاست و ديپلماسی نیازمند رعايت اصول اخلاقی مشخصی

 :های اخلاقی شامل موارد زير استچالش

 جعبه "های پیچیده مانند يادگیری عمیق، اغلب به عنوان مدل :گیریها و تصمیمشفافیت الگوريتم

اعتمادی عمومی بیتواند منجر به اين مسئله می. پذيری تصمیمات دشوار استکنند و توضیحعمل می "سیاه

 .(Jobin et al., 2019: 10) شود و سوءتفاهم در ديپلماسی

 تصمیمات توانند به های تاريخی میهای آموزشی نابرابر يا سوگیریداده :هاسوگیری و تبعیض داده

 المللی خطرناک استمنجر شوند، که برای سیاستگذاری ملی و تعاملات بین آمیز يا ناعادلانهتبعیض

(Mehrabi et al., 2021: 5). 

 را تحت تاثیر  رفتار اجتماعی و افکار عمومیتواند های بزرگ میتحلیل داده :امنیت روانی و اجتماعی

سازی اجتماعی منجر قرار دهد و اگر اصول اخلاقی رعايت نشود، به دستکاری افکار عمومی و تشديد قطبی

 .(Binns, 2018: 134) شود

 های امنیتیمحدوديت. ۳

و سیاستگذاری در معرض تهديدات امنیتی های ديجیتال در ديپلماسی هوش مصنوعی و زيرساخت

 :جدی هستند
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 توانند هدف هکرها، بدافزارها و بازيگران مخرب های هوشمند میسیستم :حملات سايبری هدفمند

 .(Cavelty, 2020: 50) کندرا تهديد می های حساس سیاسی و اقتصادیامنیت دادهقرار گیرند که 

 های هوش مصنوعی ممکن است از خارج دستکاری ها و مدلهداد :دستکاری اطلاعات و نفوذ خارجی

 .(Shahi et al., 2021: 72) ايجاد شود پیامدهای سیاسی و ديپلماتیک نادرستشوند تا 

 ای تواند ابزارهای پیشرفتهاستفاده نادرست از هوش مصنوعی می :خطرات عملیات روانی ديجیتال

 .(Ferrara, 2020: 123) ايجاد کند های و تشديد بحرانپخش اخبار جعلی، دستکاری افکار عمومبرای 

 های اجرايی و فرهنگیچالش. 4

 :های اجرايی نیز وجود داردهای حقوقی، اخلاقی و امنیتی، چالشعلاوه بر محدوديت

 ها و هوش مصنوعی ديده در زمینه تحلیل دادهفقدان کارشناسان آموزش :کمبود نیروی متخصص

 .گیری هوشمند را محدود کندمیمتواند کیفیت تصمی

 های دولتی و میان شهروندان نیازمند های نوين در دستگاهپذيرش فناوری :پذيرش اجتماعی و سیاسی

 .(Mohammadi et al., 2021: 29) سازی و آموزش است تا اعتماد عمومی ايجاد شودفرهنگ

 های قانونی نیازمند ناوری و چارچوبهای فبرداری همزمان از ظرفیتبهره :هماهنگی میان نهادها

 .است ها و بخش خصوصیهمکاری میان نهادهای دولتی، دانشگاه

 بندیجمع

های حقوقی، اخلاقی و امنیتی، مانع عمده توسعه و استفاده از هوش مصنوعی در ديپلماسی محدوديت

کنند، بلکه يجاد میهای فنی اها نه تنها چالشاين محدوديت. و سیاستگذاری هوشمند ايران هستند

 :ها، نیاز است تابرای رفع اين محدوديت. نیز دارند المللیپیامدهای اجتماعی، سیاسی و بین

 المللی تدوين شود؛های قانونی شفاف و هماهنگ با سیاست بینچارچوب 

 ها رعايت گردد؛اصول اخلاقی و شفافیت الگوريتم 

 انسانی متخصص تربیت گرددهای امنیتی تقويت شود و نیروی زيرساخت. 

 های انسانی و پژوهشی در حوزه هوش مصنوعیظرفیت. ۶-1-3

های پژوهشی در حوزه هوش مصنوعی، يکی از ارکان کلیدی توسعه های انسانی و ظرفیتتوانمندی

بدون سرمايه انسانی متخصص، . شوندديپلماسی ديجیتال و سیاستگذاری هوشمند در ايران محسوب می

های هوش مصنوعی برای برداری از فناوریهای پژوهشی پويا، بهرهروی کار ماهر و ايجاد محیطآموزش نی

در دهه اخیر، رشد علمی و . های راهبردی، ديپلماسی و مديريت بحران، محدود خواهد بودگیریتصمیم

دهنده وجود نشانالمللی، های بینها و محدوديترغم تحريمهای نوين، علیپژوهشی ايران در حوزه فناوری

 .(Shafiei et al., 2020: 45) های علمی و استعدادهای بالقوه استپايه

ها های آموزشی تخصصی، توسعه دانشگاهبرگزاری دوره ،المللیهای پژوهشی داخلی و بینشبکهايجاد 

که های انسانی است و مؤسسات تحقیقاتی، و تشويق به نوآوری و کارآفرينی، همگی بخشی از ظرفیت

علاوه بر اين، . تواند ايران را در مسیر ديپلماسی هوشمند و استفاده مسئولانه از هوش مصنوعی قرار دهدمی

های توسعه چارچوبشود، بلکه های هوشمند میهای پژوهشی نه تنها شامل تولید علم و الگوريتمتوانمندی
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 .گیردرا نیز در بر می AI اخلاقی، قانونی و امنیتی مرتبط با

 آموزش و توانمندسازی نیروی انسانی. 1

 :ايجاد نیروی انسانی متخصص در حوزه هوش مصنوعی شامل سه بخش اصلی است

 های مرتبط های متنوعی در رشتهها و مؤسسات آموزش عالی ايران برنامهدانشگاه :آموزش دانشگاهی

ها و آزمايشگاهتوسط توانند ن میدانشجويا. دهندکاوی و يادگیری ماشین ارائه میبا هوش مصنوعی، داده

 .(Karimi et al., 2021: 102) های عملی و پژوهشی خود را افزايش دهندهای عملی، توانمندیپروژه

 های تخصصی برای مديران، کارشناسان دولتی و سیاستگذاران، دوره :مدتای و کوتاهآموزش حرفه

ها اين آموزش. کندسی و سیاستگذاری را فراهم میامکان آشنايی با کاربردهای هوش مصنوعی در ديپلما

 .استفاده کنند AI هایگیرندگان بدون داشتن دانش عمیق فنی، بتوانند از ظرفیتشوند تصمیمباعث می

 های نوآوری و حمايت از پژوهشگران برای فراهم کردن محیط :های تحقیق و توسعهتقويت مهارت

گیری هوشمند، موجب افزايش توان علمی کشور داده و ابزارهای تصمیم های تحلیلها، مدلتوسعه الگوريتم

 .شودالملل میدر سطح منطقه و بین

 های پژوهشی و مؤسسات تحقیقاتیزيرساخت. 2

 های فناوری خصوصیها و شرکتمراکز دانشگاهی، پژوهشگاهظرفیت پژوهشی در ايران، ترکیبی از 

های بزرگ و هوش مصنوعی يادگیری ماشین، تحلیل داده مؤسسات پژوهشی به ويژه در زمینه. است

های ترين ويژگیاز مهم. دارند گیری و ديپلماسی هوشمندتوسعه ابزارهای تصمیمکاربردی، نقش مهمی در 

 :توان به موارد زير اشاره کردها میاين زيرساخت

 های تخصصیآزمايشگاه AI سازی سناريوهای و شبیه های عملیکه امکان اجرای پروژه کاویو داده

 .(Mohammadi & Rezaei, 2021: 37) کنندسیاستگذاری را فراهم می

 های سیاستی گیریهای ملی را برای تصمیمآوری و تحلیل دادهکه جمع ای داخلیهای دادهپلتفرم

 .سازندپذير میامکان

 نی و تبادل دانش با پژوهشگران که امکان دسترسی به منابع علمی جها المللیهای همکاری بینشبکه

 .شوندبرداری کامل میهای تحريمی مانع بهرهکنند، هرچند محدوديتخارجی را فراهم می

 های کاربردی و توسعه فناوریپژوهش. ۳

های پژوهش. است های کاربردیتوسعه پژوهشظرفیت انسانی به تنهايی کافی نیست و نیازمند 

 :کاربردی در ايران شامل

 بینی روندهای اجتماعی و رفتار شهروندانبرای پیش های اجتماعی و سیاسیل دادهتحلی (Shahi et 

al., 2021: 64). 

 سازی بینی و شبیههای پیشبا استفاده از الگوريتم های سیاسی، اقتصادی و بهداشتیمدلسازی بحران

 .سناريوها

 ه قادر به شناسايی اخبار جعلی، تحلیل ک رسانیتوسعه ابزارهای هوشمند برای ديپلماسی و اطلاع

 .های اجتماعی باشنداحساسات و پايش رسانه



 بحران ها تيريو مد یجهان استیبر س یاجتماع یشبکه ها ریتاث                    
 

12۰ 

 های پژوهشیها و محدوديتچالش. 4

 :های متعددی نیز وجود دارد که بايد مدنظر قرار گیرندهای انسانی و پژوهشی، چالشبا وجود ظرفیت

 گذاری کلان یقاتی نیازمند سرمايههای تحقبسیاری از پروژه :کمبود منابع مالی و حمايت دولتی

 .هايی داردهستند که در ايران محدوديت

 ها، مؤسسات تحقیقاتی و بخش دولتی ضعف هماهنگی میان دانشگاه :فقدان همکاری میان بخشی

 .شودمانع انتقال فناوری و کاربردی کردن تحقیقات می

 المللی، های بینها و محدوديتحريمبه دلیل ت :المللیهای بینهای دسترسی به دادهمحدوديت

های ملی های گسترده جهانی محدود است و پژوهشگران داخلی مجبور به استفاده از دادهدسترسی به داده

 .سازی شده هستنديا شبیه

 توسعه ابزارهای هوشمند بدون رعايت اصول اخلاقی و حفاظت از  :مسائل اخلاقی و حريم خصوصی

 .ماد عمومی را کاهش دهد و ريسک سیاسی ايجاد کندتواند اعتها میداده

 ها برای توسعه و ارتقاء ظرفیت انسانیفرصت. ۵

 :های قابل توجهی نیز برای ايران وجود داردها، فرصتبا وجود چالش

 برای افزايش تبادل دانش و تجربیات ایهای پژوهشی ملی و منطقهايجاد شبکه. 

 که تجربه عملی و دانش نظری را همزمان ارائه دهد حورمتوسعه آموزش ترکیبی و پروژه. 

 برای تولید ابزارهای کاربردی در حوزه ديپلماسی  های هوش مصنوعیحمايت از نوآوری و استارتاپ

 .و سیاستگذاری

 ایهای منطقهها و همکاریدر چارچوب تحريم المللی علمی و فنیهای بینتوسعه همکاری. 

 بندیجمع

انسانی و پژوهشی ايران در حوزه هوش مصنوعی، پايه اصلی توسعه ديپلماسی ديجیتال و های ظرفیت

گذاری هدفمند، توسعه آموزش تخصصی، تقويت مؤسسات تحقیقاتی با سرمايه. سیاستگذاری هوشمند است

، تواند از هوش مصنوعی برای تقويت ديپلماسیالمللی، ايران میو ايجاد بسترهای همکاری داخلی و بین

 .برداری کندالمللی بهرههای ملی و بینبینی روندهای اجتماعی و مديريت بحرانپیش

 ها برای توسعه دیپلماسی هوشمندفرصت. ۶-1-4

کاوی و های نوين، به ويژه هوش مصنوعی، دادهگیری از فناوریديپلماسی هوشمند، به معنای بهره

گیری راهبردی، به يک داخلی و خارجی و تصمیم های اجتماعی، برای تقويت نقش کشور در سیاستشبکه

های فناورانه، انسانی و پژوهشی خود، ايران، با توجه به ظرفیت. ضرورت در عصر ديجیتال تبديل شده است

ها نه تنها شامل اين فرصت. برداری کندهای موجود برای توسعه ديپلماسی هوشمند بهرهتواند از فرصتمی

تواند موجب ارتقاء تعاملات های سیاسی و اجتماعی است، بلکه میی و تحلیل دادهگیربهبود فرآيند تصمیم

 ای و جهانی شودهای امنیتی و افزايش نفوذ سیاسی کشور در سطح منطقهالمللی، کاهش ريسکبین

(Shafiei et al., 2022: 55). 
بسترهای قانونی و  ها، ظرفیت انسانی،زيرساختهای موجود، نیازمند نگاه جامع به تحلیل فرصت

های نوآورانه، تواند از طريق پروژههمچنین، توسعه ديپلماسی هوشمند می. است المللیهای بینهمکاری
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ها و بینی بحرانمحور، باعث افزايش شفافیت، پیشهای دادهسازی علمی و فناوری و ايجاد سامانهشبکه

 .مديريت بهینه منابع شود

 ساختیهای فناورانه و زيرفرصت. 1

توانند ای است که میهای بالقوههای ديجیتال دارای ظرفیتايران در حوزه فناوری اطلاعات و زيرساخت

 :به توسعه ديپلماسی هوشمند کمک کنند

 های داخلی و ملی در سیاستگذاری و استفاده از داده :های تحلیل دادههای داده ملی و سامانهشبکه

 .(Karimi & Mohammadi, 2021) شودگیری میافزايش دقت تصمیم بینی رفتار اجتماعی، موجبپیش

 های ها و سامانههای اجتماعی، اپلیکیشنگیری از شبکهبهره :ای هوشمندهای ارتباطی و رسانهپلتفرم

 .المللیها و نهادهای بینديجیتال برای تعامل با شهروندان، ديپلمات

 بینی روندهای اجتماعی، تحلیل های پیشتوسعه الگوريتم :ابزارهای هوش مصنوعی و يادگیری ماشین

 .(Shahi et al., 2021)های سیاسی و اجتماعیاحساسات عمومی، شناسايی اخبار جعلی و مديريت بحران

 های نوآور در حوزهايجاد محیط حمايتی برای شرکت :بنیانهای دانشها و شرکتتوسعه استارتاپ 

AI لیل داده و ابزارهای هوشمند ارائه کنندتوانند خدمات تحکه می. 

 های انسانی و پژوهشیفرصت. 2

توانند نقشی محوری در تقويت ديپلماسی هوشمند ايفا نیروی انسانی متخصص و مراکز پژوهشی می

 :کنند

 ای برای مديران و های حرفهها و آموزشهای دانشگاهی، کارگاهارائه دوره :آموزش تخصصی

 .(Shafiei et al., 2020: 48) ماسیکارشناسان ديپل

 تبادل تجربه و دانش با مؤسسات علمی و پژوهشی  :المللیهای بینسازی پژوهشی و همکاریشبکه

 .های تحريمیدر سطح جهان، حتی در شرايط محدوديت

 ند های هوشمها و سامانهتوانند الگوريتمپژوهشگران می :های تحقیق و توسعه کاربردیتقويت مهارت

 .ها طراحی کنندبینی سیاستها و پیشبرای تحلیل داده

 های قانونی و سیاستگذاریفرصت. ۳

 :توانند توسعه ديپلماسی هوشمند را تسهیل کنندهای مناسب میقوانین و سیاست

 های شفاف برای توسعه سیاست :ها و امنیت سايبریهای قانونی برای حفاظت از دادهايجاد چارچوب

 .المللیهای ملی و تعاملات بیناز دادهاستفاده 

 گذاری يکپارچه که تعامل بین ايجاد سیاست :هماهنگی میان نهادهای مختلف دولتی و پژوهشی

 .(Mohammadi & Rezaei, 2021) های تحقیقاتی و نهادهای اجرايی را تسهیل کندها، سازمانوزارتخانه

 ها، رعايت حريم خصوصی و ین شفافیت الگوريتمتضم :ایتقويت استانداردهای اخلاقی و حرفه

 .های مبتنی بر هوش مصنوعیگیریپذيری در تصمیممسئولیت

 ایالمللی و منطقههای بینفرصت. 4

المللی و گیری از فناوری و ديپلماسی هوشمند، نقش خود را در سیاست بینتواند با بهرهايران می
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 :ای تقويت کندمنطقه

  های ها و سیاستهای اجتماعی برای معرفی ديدگاهاستفاده از شبکه :ديجیتالديپلماسی عمومی

 .ای و جهانیکشور و افزايش اعتماد عمومی در سطح منطقه

 همکاری با کشورهای همسايه و  :ای هوش مصنوعی و تحلیل دادههای منطقهمشارکت در پروژه

 .يريت اطلاعاتهای مشترک و مدای برای مقابله با بحرانمؤسسات منطقه

 های هوشمند برای ها و سامانهاستفاده از الگوريتم :المللیهای بینبینی و مديريت بحرانپیش

 :Shahi et al., 2021) های به موقعشناسايی روندهای سیاسی، اقتصادی و اجتماعی منطقه و اتخاذ تصمیم

71). 

 های نوآوری و توسعه پايدارفرصت. ۵

 :توانند علاوه بر افزايش توان ديپلماسی، موجب توسعه پايدار شوندمی های فناورانهنوآوری

 طراحی ابزارهايی برای تحلیل روندها و ارائه  :بینی سیاست و رفتار اجتماعیهای پیشايجاد سامانه

 .های سیاستیتوصیه

 ها و داده های کاربردی و نوآورانه برای مديريتتوسعه پروژه :ها و صنعتهمکاری میان دانشگاه

 .ديپلماسی هوشمند

 رسانی شفاف، کاهش شايعات و گیری از فناوری برای اطلاعبهره :افزايش شفافیت و اعتماد عمومی

 .های داخلی و خارجیارتقاء اعتبار سیاست

با توجه به . های توسعه ديپلماسی هوشمند در ايران گسترده و چندبعدی استفرصتبنابراين 

ريزی دقیق و استفاده از هوش تواند با برنامهالمللی، ايران می، انسانی، قانونی و بینهای فناورانهظرفیت

اين . ها را بهبود بخشدمصنوعی، سیاستگذاری هوشمند، تعامل مؤثر با افکار عمومی و مديريت بحران

ند نقش ايران توانکنند و میها به ويژه در شرايط جهانی پیچیده و رقابتی، اهمیت حیاتی پیدا میظرفیت

 .المللی تقويت کنندای و بینرا در سطح منطقه

 های اجتماعی در سیاست داخلی و خارجی ایراننقش شبکه. ۶-2
الملل تبديل کلیدی در سیاستگذاری داخلی و روابط بینابزاری های اخیر به های اجتماعی در دههشبکه

ها و ديپلماسی عمومی روز به روز افزايش ندهی افکار عمومی، مديريت بحراها در شکلو نقش آن هشد

ها در ارتباطات های اجتماعی و اهمیت آندر ايران نیز با توجه به گستردگی استفاده از شبکه. يافته است

رسانی، تحلیل رفتار اجتماعی، تقويت های متعددی برای اطلاعها ظرفیتداخلی و خارجی، اين رسانه

 .(Ahmadzadeh & Shafiei, 2020: 32) اندفراهم کردهديپلماسی و سیاستگذاری هوشمند 

های اجتماعی امکان تعامل مستقیم میان شهروندان و نهادهای دولتی، انتشار سريع اخبار و شبکه

از سوی ديگر، اين ابزارها در سیاست خارجی نیز . آورندها را فراهم میاطلاعات و افزايش شفافیت سیاست

المللی مورد های بینرسانی رسمی و حتی مديريت بحرانها، اطلاعقال ديدگاهبه عنوان کانالی برای انت

 .(Hosseini et al., 2021: 45) گیرنداستفاده قرار می

 :توان در دو حوزه اصلی تحلیل کردهای اجتماعی در ايران را مینقش شبکه

 رسانی سريع به عهای اجتماعی برای اطلادولت و نهادهای حکومتی از شبکه :سیاست داخلی
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. کنندهای داخلی استفاده میهای سیاسی و مديريت بحرانشهروندان، هدايت افکار عمومی، تبیین تصمیم

های ها و کاهش گسترش شايعات کمک کنند، اما همزمان ريسکتوانند به شفافیت سیاستها میاين رسانه

 .به همراه دارند ها را نیزناشی از انتشار اخبار نادرست و سوگیری الگوريتم

 های دهند تا ديدگاههای اجتماعی به ايران اين امکان را میشبکه :سیاست خارجی و ديپلماسی عمومی

دهی سريع الملل منعکس کند، تعاملات ديپلماتیک را گسترش دهد و ظرفیت پاسخخود را در عرصه بین

ای، تحلیل رسانه مهم در مديريت بحران یاين ابزارها نقش. ای و جهانی را افزايش دهدبه تحولات منطقه

 .(Rahimi & Gholami, 2022) روندهای افکار عمومی جهانی و ايجاد تصويری مثبت از کشور دارند

ها است؛ از يک سو های اجتماعی در سیاست ايران، دوگانگی نقش آنهای مهم شبکهيکی از ويژگی

افیت و ارتقای مشارکت عمومی هستند، و از سوی ديگر ابزار قدرتمندی برای تقويت ارتباطات، افزايش شف

اين . شده برای تغییر افکار عمومی باشندهای هماهنگتوانند حامل اخبار جعلی، شايعات و فعالیتمی

گیری از های اجتماعی و بهرههای دقیق و علمی برای مديريت شبکهدوگانگی، ضرورت طراحی استراتژی

 .(Shafiei et al., 2021: 72) دهدها را افزايش میمصنوعی و تحلیل دادههای نوين مانند هوش فناوری

ها به عنوان يک ابزار راهبردی در های اجتماعی، تحلیل و مديريت آنبا توجه به نقش روزافزون شبکه

برداری گیرنده در بهرهتوانايی دولت و نهادهای تصمیم. سیاست داخلی و خارجی ايران اهمیت حیاتی دارد

کند، بلکه نقش های اجتماعی، نه تنها به بهبود سیاستگذاری و ديپلماسی کمک میهای شبکهز ظرفیتا

 .کندای ايفا میهای اجتماعی، سیاسی و رسانهای در پیشگیری از بحرانکنندهتعیین

 های اجتماعیشود تا ابعاد مختلف نقش شبکه، تحلیل مفصل به چهار زيرعنوان تقسیم میبخشدر اين 

 .در ايران به صورت جامع و کاربردی بررسی گردد

 رسانی و سیاستگذاری داخلیهای اجتماعی برای اطلاعاستفاده از شبکه. ۶-2-1

رسانی مدرن، نقش اساسی در ترين ابزارهای اطلاعهای اجتماعی به عنوان يکی از مهمشبکه

ها قادرند گیری از اين شبکهمتی با بهرهها و نهادهای حکودولت. کنندسیاستگذاری داخلی ايران ايفا می

در . های خود را به سرعت و با دامنه گسترده به شهروندان منتقل کنندها و سیاستها، دستورالعملپیام

های های اجتماعی، مزيت قابل توجهی نسبت به رسانهشبکه پذيریسرعت، دقت و تعاملعصر ديجیتال، 

 .(Ahmadzadeh & Shafiei, 2020: 45) شودسنتی محسوب می

امکان انتشار مستقیم اطلاعات از سوی نهادهای دولتی های اجتماعی، های مهم شبکهيکی از ويژگی

های خود را با کمترين تحريف و با دهد پیامها اجازه میاين ويژگی به دولت. است ایبدون واسطه رسانه

ها ط بحران، انتشار سريع و هدفمند اطلاعیهبه ويژه در شراي. کنترل نسبی محتوا به جامعه منتقل کنند

گیری آگاهانه شهروندان را تواند از ايجاد شايعات و اضطراب عمومی جلوگیری کرده و زمینه تصمیممی

 .فراهم کند

 رسانی در سیاستگذاری داخلینقش اطلاع

های قانونی و تصمیم دهند که تغییراتهای اجتماعی به دولت اجازه میشبکه: انتشار قوانین و مقررات. 1

اين امر موجب افزايش شفافیت و کاهش . رسانی کندجديد را به سرعت و با گستردگی زياد اطلاع
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 .(Hosseini et al., 2021: 52) شودها میسوءتفاهم

سازد ای با مردم، دولت را قادر میامکان پرسش و پاسخ و تعامل لحظه :ارتباط مستقیم با شهروندان. 2

 .سازی نمايدهای خود را بهینههای عمومی را بهتر درک کند و تصمیمو واکنش تا نیازها

های گیر، شبکههای همهدر مواقع بحران مانند سیل، زلزله يا بیماری :رسانی بحران محوراطلاع. ۳

باره توانند اطلاعات دقیقی درها میاين شبکه. های اضطراری هستنداجتماعی ابزار اصلی برای انتقال پیام

 .های در دسترس ارائه دهندمناطق درگیر، اقدامات پیشگیرانه و کمک

 رسانیکاربردهای هوش مصنوعی در اطلاع

با استفاده . رسانی دارندسازی اطلاعها نقش مهمی در بهینههای تحلیل دادههوش مصنوعی و الگوريتم

ها را به شکل دهای دولتی قادرند پیامنها ،هاسازی پیامبندی مخاطبان و شخصیتحلیل احساسات، طبقهاز 

توانند تشخیص می AI هایبه عنوان مثال، الگوريتم. (Shafiei et al., 2021: 80) مؤثرتری به جامعه منتقل کنند

ها را بر های سنی گوناگون اثرگذاری بیشتری دارند و پیامها در مناطق مختلف و میان گروهدهند کدام پیام

 .اساس آن تنظیم کنند

 هامزايا و محدوديت

 :مزايا

 رسانیافزايش سرعت و دقت اطلاع 

 تعامل مستقیم و بازخورد فوری از جامعه 

 ها و کاهش شايعاتتوانايی مديريت بحران 

 :هامحدوديت

 خطر انتشار اطلاعات نادرست يا اشتباه 

 ها را تحريف کندتواند پیامها که میسوگیری الگوريتم 

 های متخصصهای فناوری پیشرفته و تیمساختنیاز به زير 

 ها و تجربه ايراننمونه

ها و رسانگیری از پیامدهد که دولت با بهرههای اجتماعی نشان میتجارب ايران در استفاده از شبکه

با اين حال، برای . های بهداشتی و اجتماعی مؤثر عمل کندهای عمومی توانسته در مديريت بحرانشبکه

 های حقوقی و آموزش کاربرانهای هوشمند، چارچوبسیاستداری کامل از اين ظرفیت، نیازمند بربهره

 .(Rahimi & Gholami, 2022: 63) های احتمالی کاهش يابد و اعتماد عمومی حفظ شودهستیم تا ريسک

 های اجتماعی به عنوان ابزار دیپلماسی عمومیشبکه. ۶-2-2

ها برای تأثیرگذاری بر افکار عمومی خارجی به معنای تلاش دولت (Public Diplomacy) ديپلماسی عمومی

های اجتماعی، ابزارهای ديپلماسی عمومی با ظهور شبکه. المللی استدهی تصوير ملی در سطح بینو شکل

های خود را به مخاطبان جهانی ها و سیاستها، ارزشتوانند به سرعت پیامها میاند و دولتمتحول شده

کنند که ارتباط مستقیم با مخاطب های اجتماعی اين امکان را فراهم میشبکه. (Cull, 2019: 14) کنند منتقل

های سنتی برقرار شود و بازخورد سريع دريافت شود، امری که در ديپلماسی سنتی با بدون واسطه رسانه

 .تأخیر همراه بود
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ای، انتقال های منطقهتبیین سیاستی برای اند به عنوان ابزارهای اجتماعی توانستهدر ايران، شبکه

های با اين حال، چالش. مورد استفاده قرار گیرند های فرهنگی و مذهبی، و معرفی دستاوردهای ملیديدگاه

المللی، نظارت محتوايی، و مقابله با اخبار های دسترسی بینمتعددی نیز وجود دارد؛ از جمله محدوديت

 .ها را کاهش دهدپیامتواند اثرگذاری جعلی که می

 های اجتماعی در دیپلماسی عمومینقش شبکه. ۶-2-2-1

 ترويج تصوير ملی و فرهنگی 

کنند که هويت ملی و فرهنگی ايران از طريق محتوای های اجتماعی اين امکان را فراهم میشبکه

های ده از الگوريتماستفا. های متنی( به مخاطبان خارجی معرفی شودای )ويدئو، تصوير، پستچندرسانه

ها را افزايش سازی محتوا و تحلیل تعامل کاربران، اثرگذاری پیامهوش مصنوعی برای ترجمه، شخصی

 .(Melissen, 2020: 102) دهدمی

 های خارجیانتقال سیاست: 

رسانی درباره مواضع های اجتماعی ابزار مؤثری برای اطلاعالمللی، شبکهای و بیندر سیاست منطقه

المللی و مديريت ها امکان پاسخ سريع به تحولات بیناين پلتفرم. سمی کشور در موضوعات حساس هستندر

، پايش مکالمات و تحلیل احساسات کاربران خارجیتواند با همچنین، دولت می. کنندها را فراهم میروايت

 .بینی کندها را پیشها نسبت به سیاستها و نگرشواکنش

 نی و ديپلماسی هوشمندجذب مخاطب جها: 

ها را بر اساس و پیام مخاطبان بالقوه و تأثیرگذار را شناسايیتوانند های يادگیری ماشین میالگوريتم

کند تا منابع محدود اين رويکرد به ديپلماسی ايران کمک می. زبان، فرهنگ و رفتار کاربران هدفمند کنند

 .ر صرف کندرا به شکل بهینه برای ايجاد تاثیرگذاری بیشت

 هاها و محدوديتچالش

 اند، های اجتماعی جهانی برای کاربران داخلی محدود شدهبسیاری از شبکه :های دسترسیمحدوديت

 .(Akhavan & Mohammadi, 2021: 55) شودالمللی میهای بینکه مانع حضور مستقیم ايران در پلتفرم

 شده، چالش مهمی اطلاعات نادرست و تفسیرهای تحريف تهديد انتشار :اخبار جعلی و مقابله اطلاعاتی

 .است های پیشرفتهمديريت محتوا و تحلیلبرای مقابله با آن نیاز به . برای ديپلماسی عمومی است

 گیری تواند موجب سوگیری در هدفها بدون اصلاح محلی میاستفاده از الگوريتم :سوگیری الگوريتمی

 .خاطبان جهانی کاهش يابدها شود و تأثیر آن بر مپیام

 های ايران در ديپلماسی عمومی ديجیتالنمونه

روابط فرهنگی، تبادل های اجتماعی به ويژه در دهد که شبکههای اخیر نشان میتجربیات ايران در سال

های فرهنگی و پويشبرای مثال، . اندمورد استفاده قرار گرفته ایهای منطقهرسانی سیاستعلمی، و اطلاع

به کمک ابزارهای . اند توجه مخاطبان خارجی را جلب کنندتوانسته معرفی دستاوردهای علمی و فناوری

هوش مصنوعی، تحلیل بازخورد کاربران خارجی و اصلاح محتوا، امکان بهبود استراتژی ديپلماسی عمومی 

 .(Rahimi & Gholami, 2022: 68) فراهم شده است
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سرعت : های قابل توجهی برای ايران دارندنوان ابزار ديپلماسی عمومی، مزيتهای اجتماعی به عشبکه

با اين . هاسازی پیامهای کاربران برای بهینهرسانی، تعامل مستقیم با مخاطبان، و امکان تحلیل دادهاطلاع

یاستگذاری های فناورانه، و سهای قانونی، زيرساختچارچوبها نیاز به حال، برای تحقق کامل اين ظرفیت

 .های احتمالی کاهش يابنداست تا تأثیرگذاری ديپلماسی عمومی به حداکثر برسد و ريسک هوشمندانه

 ایتحلیل افکار عمومی و مدیریت بحران رسانه. ۶-2-3

در . ای، بخشی حیاتی از ديپلماسی ديجیتال در ايران استتحلیل افکار عمومی و مديريت بحران رسانه

تواند شوند و حتی يک بحران کوچک میها و اخبار با سرعت بالا منتشر میاعی، پیامهای اجتمعصر شبکه

های تحلیل دقیق داده. (Neuman, 2018: 45)المللی تبديل شودترين زمان به يک بحران ملی يا بیندر کوتاه

های عمومی و موجهای نقاط التهاب، نگرانیوگو در فضای ديجیتال، امکان شناسايی کاربران و روندهای گفت

 .آوردرا فراهم می اجتماعی

است تا با  ابزارهای هوش مصنوعی و يادگیری ماشینگیری از ديپلماسی ديجیتال ايران نیازمند بهره

مديريت . های سريع، هوشمند و هماهنگ را طراحی کردهای اجتماعی، بتوان واکنشهای شبکهتحلیل داده

. به موقع است های اصلاحیها، و ارائه پیامبینی واکنشر جعلی، پیششناسايی اخباای شامل بحران رسانه

تواند از تشديد بحران جلوگیری کند و اعتماد عمومی و گیری سیاستی میترکیب تحلیل داده با تصمیم

 .المللی را حفظ نمايدبین

 تحلیل افکار عمومی. 1

 های اجتماعیپايش شبکه: 

 تشخیص روندهاهای تحلیل احساسات و المللی، الگوريتمهای داخلی و بینها از پلتفرمآوری دادهبا جمع

(trend detection)  ای را ها، رويدادها يا مسائل ملی و منطقههای عمومی نسبت به سیاستتوانند نگرشمی

 .(Beigi et al., 2016: 112) شناسايی کنند

 شناسايی نقاط بحران: 

های کلیدی مرتبط با بحران، وگوها يا افزايش استفاده از واژهفتتحلیل تغییرات ناگهانی در حجم گ

گیری دهد پیش از شکلاين شناسايی به مقامات امکان می. است افزايش حساسیت عمومیدهنده نشان

 .بحران گسترده، اقدام کنند

 هابینی واکنشپیش: 

را  های اجتماعیاربران و گروهبینی رفتار کپیشتوانند های عصبی میهای هوش مصنوعی و شبکهمدل

 .ها به شکل هدفمند و مناسب ارائه شوندبر اساس الگوهای گذشته انجام دهند، و کمک کنند تا پیام

 ایمديريت بحران رسانه. 2

 واکنش سريع و هماهنگ: 

های ها و شبکهرسانی سريع، دقیق و هماهنگ بین نهادهای دولتی، رسانهدر شرايط بحران، اطلاع

نقش  هاهای رسمی و پاسخ به پرسشارسال پیامتوانند در ها میباتها و چتربات. تماعی ضروری استاج

 .(Kavanagh & Rich, 2018: 78) مهمی ايفا کنند
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 مقابله با اخبار جعلی و شايعات: 

شناسايی افکن را اخبار جعلی و محتوای تفرقهتوانند های يادگیری ماشین میها و الگوريتمتحلیل داده

 .رسانی اصلاحی و آموزش کاربران نیز از ابزارهای مکمل مديريت بحران استاطلاع .گذاری کنندو برچسب

 دستگاهیهمکاری میان: 
های ها، نهادهای امنیتی و سازمانهماهنگی بین وزارتخانهای نیازمند موفقیت مديريت بحران رسانه

 .و اثرگذار باشند ها يکپارچهاست تا پیام ایفرهنگی و رسانه

 های ايراننمونه. ۳

های اجتماعی و انتشار گیری کرونا، پايش شبکههای مرتبط با سلامت عمومی مانند همهدر بحران

توانست از انتشار اخبار نادرست جلوگیری کند و اطلاعات  verified هایهای رسمی از طريق حسابپیام

 .(Rahimi & Gholami, 2022: 72) صحیح را به مردم منتقل نمايد

های تاثیرگذار، به در زمینه سیاست داخلی و انتخابات، تحلیل احساسات کاربران و شناسايی گروه

 .ای کمک کرده استرسانی و پیشگیری از بحران رسانهگیری هوشمندانه در اطلاعتصمیم

 بندیجمع

. يجیتال در ايران استای، ستون اصلی ديپلماسی دتحلیل افکار عمومی و مديريت بحران رسانه

ها، نه تنها از های اجتماعی و مديريت هماهنگ پیامهای شبکهگیری از هوش مصنوعی، تحلیل دادهبهره

تقويت اعتماد عمومی، بهبود تصوير ملی و افزايش اثربخشی کند، بلکه به تشديد بحران جلوگیری می

برای نظارت و کنترل اين فرآيند، برای کاهش  های قانونی و اخلاقیايجاد چارچوب. کندکمک می هاسیاست

 .ريسک و افزايش شفافیت ضروری است

 های اجتماعیهای شبکهها و ریسکچالش. ۶-2-4

عنوان ابزار مؤثر در ديپلماسی ديجیتال و های اجتماعی در ايران، مانند ساير کشورها، بهشبکه

رسانی، ارتباط اطلاعهای بسیاری برای ا فرصتهاين شبکه. شوندسیاستگذاری داخلی و خارجی شناخته می

 های قابل توجهیها و چالشريسککنند، اما همزمان با ايجاد می مستقیم با مردم، و تحلیل افکار عمومی

تواند منجر های اجتماعی میاستفاده گسترده از شبکه. (Fitzpatrick & Suárez, 2020: 34) نیز همراه هستند

 .شود ی، انتشار اطلاعات نادرست، و کاهش اعتماد عمومیسازی اجتماعقطبیبه 

تواند می سازیهای اجتماعی و شايعهای، تحريک گروهسازی رسانهموجدر حوزه سیاست داخلی، 

دستکاری افکار عمومی و اعمال فشار روانی بر مخاطبان های داخلی ايجاد کند، و در سیاست خارجی، بحران

های ها برای طراحی سیاستبنابراين، شناخت و مديريت اين چالش. ار باشدممکن است اثرگذ المللیبین

 .هوشمند ديجیتال در ايران ضروری است

 هاها و ريسکانواع چالش -

 های اطلاعاتی و انتشار اخبار جعلیچالش 

 های نادرستپیام. های اجتماعی بستر مناسبی برای انتشار سريع شايعات و اخبار جعلی هستندشبکه

 Vosoughi) و اعتماد عمومی را تضعیف کنند گیری سیاستگذاران را تحت تأثیر قرار دهندتصمیمتوانند می

et al., 2018: 113). 
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تشخیص محتوای جعلی و هشدار به توانند تا حدی های تحلیل محتوا میهوش مصنوعی و الگوريتم

 .نونی، خطر سوگیری و خطا وجود داردرا فراهم کنند، اما بدون نظارت انسانی و چارچوب قا کاربران

 های امنیتی و حريم خصوصیچالش 

را  های شخصینفوذ و سوءاستفاده از دادههای کاربران و تحلیل افکار عمومی، خطر آوری دادهجمع

افشای اطلاعات حساس داخلی تواند منجر به عدم رعايت استانداردهای حفاظت از داده، می. دهدافزايش می

 .(Rahimi & Gholami, 2022: 68) شود لمللیاو بین

های حفاظتی های امنیت سايبری و چارچوبسیاستهای اجتماعی خارجی و داخلی نیازمند شبکه

 .هستند تا از حملات سايبری و نفوذ خارجی جلوگیری شود مشخص

 های اجتماعی و روانیچالش 

افکار عمومی، فشار روانی، و تغییر رفتارهای سازی قطبیتواند منجر به های اجتماعی میپويايی شبکه

را  تقويت محتواهای هیجانی و منفیبندی مطالب، غالباً های توزيع محتوا و رتبهالگوريتم. شود جمعی

 .(Bakshy et al., 2015: 89) دهندترجیح می

د، زيرا های داخلی اهمیت حیاتی داررسانی سیاستای و اطلاعاين مسئله در مديريت بحران رسانه

 .داشته باشد های گروهیگیریرفتار اجتماعی و تصمیمای بر نشدهبینیتواند اثرات پیشمی

 های سیاسی و ديپلماسی ديجیتالچالش 

. نقش دارند المللیهای اطلاعاتی و فشار ديپلماتیک بینجنگای در طور فزايندههای اجتماعی بهشبکه

 .را تضعیف کند تصوير ملی و سیاست خارجی ايرانواند تها میاستفاده نادرست از اين شبکه

های نظارتی و همکاری میان های هوشمند، چارچوبتوسعه سیاستها نیازمند مديريت اين ريسک

 .است المللیهای داخلی و نهادهای بیندستگاه

 های سیاستیراهکارها و توصیه -

 تقويت نظارت و چارچوب قانونی داخلی 

 .ضروری است ها، و مقابله با اخبار جعلیها، شفافیت الگوريتمیق درباره استفاده از دادهقوانین دقتدوين 

 بینی بحرانهای تحلیل هوشمند و پیشتوسعه الگوريتم 

به کاهش  بینی رفتار اجتماعیپايش محتوا، تحلیل احساسات و پیشگیری از هوش مصنوعی در بهره

 .کندها کمک میريسک

 سازی کاربرانآموزش و فرهنگ 

های اجتماعی منفی را کاهش در میان شهروندان، اثرگذاری شبکه ای و ديجیتالسواد رسانهافزايش 

 .دهددهد و اعتماد عمومی را افزايش میمی

 المللی و استانداردسازیهمکاری بین 

ری، شفافیت امنیت سايبالمللی و همکاری با ساير کشورها در زمینه هماهنگی با استانداردهای بین

 .از اهمیت بالايی برخوردار است ها و مقابله با نفوذ اطلاعاتیداده

 بندیجمع

های های اجتماعی ابزار قدرتمندی برای ديپلماسی ديجیتال ايران هستند، اما مديريت ريسکشبکه
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انونی و های قگیری از هوش مصنوعی، و چارچوبهای هوشمند، بهرهتوسعه سیاستناشی از آنها، نیازمند 

های اجتماعی برای ارتقای ديپلماسی داخلی های شبکهتوان از ظرفیتتنها از اين طريق می. است اخلاقی

 .زا جلوگیری کردو خارجی بهره برد و از اثرات منفی و بحران

 ای ایرانها و تهدیدهای دیپلماسی دیجیتال در سیاست منطقهفرصت. ۶-3

های بالقوه و عنوان يک ابزار نوين و پیچیده، ظرفیتای ايران بهديپلماسی ديجیتال در سیاست منطقه

های اجتماعی به های ديجیتال و شبکهاستفاده از فناوری. تهديدهای متعددی را همزمان به همراه دارد

ای را تقويت کند، افکار عمومی روابط ديپلماتیک خود با همسايگان و بازيگران منطقهدهد تا ايران امکان می

 :Khatib & Zolfaghari, 2021) طور مستقیم منتقل کندهای سیاسی و فرهنگی را بهتحلیل نمايد، و پیام را

45). 

تواند اثرگذاری است که می های امنیتی و اطلاعاتیچالشای دارای با اين حال، فضای ديجیتال منطقه

های اجتماعی، حملات از شبکهای ای و فرامنطقهبازيگران منطقه. سیاست خارجی ايران را محدود کند

 کننداستفاده می های ايرانگیریتضعیف اعتماد عمومی و فشار بر تصمیمسايبری و عملیات روانی برای 

(Rahman & Shafiei, 2020: 72) .ها و تهديدهای ديپلماسی ديجیتال به همین دلیل، شناخت دقیق فرصت

 .روری استای هوشمند و مؤثر ضهای منطقهبرای طراحی سیاست

 شامل استفاده از ابزارهای هوشمند تحلیل داده و هوش مصنوعی برای پايش افکار عمومی  هافرصت

های ای، و تسهیل همکاریو شناسايی روندهای اجتماعی، امکان ارتباط فوری و شفاف با مخاطبان منطقه

 ديپلماتیک و اقتصادی است

 ار اطلاعات نادرست و شايعات، حملات سايبری علیه نیز شامل عملیات روانی رقبا، انتش تهديدها

 Bakhtiar) های ديجیتال استگیری از دادههای قانونی و اخلاقی در بهرههای ارتباطی و محدوديتزيرساخت

et al., 2022: 101). 

 ،هماهنگی میان نهادهای دولتی، امنیتی و ديپلماتیکای نیازمند ديپلماسی ديجیتال در سطح منطقه

های ها، و طراحی چارچوببینی ريسکهای هوش مصنوعی برای پیشها و سیستماده از الگوريتماستف

چهار اين فصل به بررسی . ها را تقويت و تهديدها را کاهش دهدقانونی و اخلاقی است که بتواند فرصت

یات روانی و جنگ تحلیل داده و هوش مصنوعی در تعامل با همسايگان، مقابله با عمل: پردازدمی محور اصلی

 .المللیای و بینهای منطقههای پیشرفت درهمکارینهادهای مختلف و فرصت اطلاعاتی، هماهنگی

 استفاده از تحلیل داده و هوش مصنوعی در تعامل با همسایگان. ۶-3-1

ديپلماسی به يکی از محورهای اصلی  های بزرگو تحلیل داده (AI) در دهه اخیر، کاربرد هوش مصنوعی

الگوهای تواند ها، ايران میبا استفاده از اين فناوری. تبديل شده است ایيجیتال ايران در سطح منطقهد

های ديپلماتیک مبتنی بر شواهد گیریرفتاری و تمايلات سیاسی همسايگان خود را رصد کرده و تصمیم

ها خبری محلی به ديپلمات های ديجیتال، و منابعهای اجتماعی، رسانههای شبکهتحلیل داده .ارائه دهد

های همکاری يا تعارض را احساسات عمومی، نقاط حساس سیاسی و اقتصادی، و فرصتدهد تا امکان می

 .(Rahimi & Shafiei, 2021: 88) شناسايی کنند

 هاها و فرصتظرفیت. 1
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 ع خبری، های اجتماعی و منابها از شبکهآوری دادهبا جمع :پايش روندهای سیاسی و اجتماعی

های عمومی های سیاسی، و نگرشالگوهای رفتاری جمعیت، گرايشتوانند های هوش مصنوعی میالگوريتم

های تواند به طراحی پیاماين اطلاعات می. را شناسايی کنند ایهای منطقهنسبت به ايران و سیاست

 .(Bakhtiar et al., 2022: 105) ديپلماتیک دقیق و هدفمند کمک کند

 های يادگیری ماشین قادرند تغییرات ناگهانی در احساسات مدل :هاها و بحرانبینی ريسکپیش

ها و کاهش اثرات منفی مديريت بحرانبرای اين امر . بینی کنندای را پیشعمومی و انتشار شايعات منطقه

 .(Rahman & Shafiei, 2020: 76) حیاتی است احتمالی بر روابط ديپلماتیک

 های ارتباطی موثر با کانالتواند های هوشمند میتحلیل داده :ی ارتباطات ديپلماتیکسازبهینه

های اقتصادی، امنیتی و ويژه در زمینهبندی کند، بهرا شناسايی و اولويت ایهمسايگان و نهادهای منطقه

 .فرهنگی

 هاها و محدوديتچالش. 2

 های های نادرست يا محدود به شبکهنمونهممکن است ها بسیاری از داده :های ناقص و جانبدارانهداده

 .ها را تحريف کندتواند تحلیلباشند که می اجتماعی خاص

 های هوش مصنوعی برای تعامل با همسايگان نیازمند استفاده از داده :مسائل امنیتی و محرمانگی

واند به سوءاستفاده يا فشار تهای حساس میاست، زيرا افشای داده های امنیتی و قانونیرعايت چارچوب

 .(Rahimi & Shafiei, 2021: 92) سیاسی منجر شود

 های محلی ها و فرهنگزبانهای هوش مصنوعی بايد برای الگوريتم :تطبیق با زمینه فرهنگی و زبانی

 .ها دقیق و قابل اعتماد باشندآموزش داده شوند تا تحلیل همسايگان

 های کاربردینمونه. ۳

 های های عمومی نسبت به سیاستهای تحلیل احساسات برای رصد واکنشه از الگوريتماستفاد

 .اقتصادی و توافقات تجاری ايران با کشورهای منطقه

  پايش انتشار اخبار جعلی و اطلاعات نادرست علیه ايران و همسايگان، و ارائه هشدارهای زودهنگام به

 .نهادهای ديپلماتیک
 

  های تحلیلی دقیق درباره تمايلات ای با ارائه دادهمذاکرات چندجانبه منطقهبهبود هماهنگی در

 .های مقابلطرف

 بندیجمع

تقويت ديپلماسی نظیر برای استفاده از هوش مصنوعی و تحلیل داده در تعامل با همسايگان، فرصتی بی

توجه به مسائل امنیتی، ها، ظرفیتبرداری کامل از اين با اين حال، برای بهره. آوردفراهم می ديجیتال ايران

ترکیب موفقیت در اين حوزه مستلزم . ضروری است هاقانونی، و فرهنگی، و نیز ارتقای کیفیت داده

ها را تقويت و هم تهديدها است که هم فرصت گذاری هوشمند و راهبردیهای فناورانه با سیاستتوانمندی

 .را کاهش دهد

 ایو جنگ اطلاعاتی منطقه مقابله با عملیات روانی. ۶-3-2
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ای تبديل به يکی از ابزارهای مهم در سیاست منطقه عملیات روانی و جنگ اطلاعاتیدر عصر ديجیتال، 

ها و رسانهای اجتماعی، پیامگیری از شبکهای، با بهرهکشورهای همسايه و بازيگران فرامنطقه. اندشده

های هدف را شکل دهند يا ها و رفتارهای جمعیتنگرشها، ديدگاهکنند های ديجیتال، تلاش میرسانه

برای ايران، مقابله با اين نوع تهديدها از اهمیت حیاتی برخوردار است، چرا که عملیات روانی  .تغییر دهند

 :Farahani & Rahimi, 2021) ای را تحت تأثیر قرار دهدامنیت ملی، ثبات سیاسی و روابط منطقهتواند می

112). 

 های مقابلهروش. 1

 های هوش مصنوعی و يادگیری ماشین، ايران با استفاده از الگوريتم :پايش و تحلیل اطلاعات ديجیتال

اين . های اجتماعی، محتوای منتشرشده و الگوهای رفتاری آنلاين را شناسايی کندترافیک شبکهتواند می

 Shafiei) بینی شوندشده شناسايی و پیشیريزحملات اطلاعاتی و شايعات برنامهکنند تا ها کمک میتحلیل

& Bakhtiar, 2022: 134). 

 های متقابل به انتشار پیامرسانی و های رسمی اطلاعايجاد کانال :تقويت ديپلماسی عمومی ديجیتال

ها، تبیین سیاستها شامل اين اقدام. تواند اثر عملیات روانی دشمن را کاهش دهدمی شکل هدفمند و شفاف

 .(Rahimi, 2020: 56) است رسانی درست و پاسخ به اخبار نادرستعاطلا

 های همکاری ديجیتال با کشورهای ايجاد شبکهتواند با ايران می :ایالمللی و منطقههمکاری بین

اين . ، اطلاعات نادرست را شناسايی کرده و پاسخ هماهنگ ارائه دهدایهای منطقههمسايه و سازمان

 .شودمی ها، تجربیات و الگوهای تحلیل تهديدهاگذاری دادهاشتراکها شامل همکاری

 درک ها و تحلیلگران سیاسی بايد نیروهای امنیت سايبری، ديپلمات :آموزش و توانمندسازی داخلی

. داشته باشند های مقابله با عملیات روانیهای جنگ اطلاعاتی و روشعمیقی از ابزارهای ديجیتال، تکنیک

 .صورت گیرد های دقیقمبتنی بر شواهد و دادهها گیریکنند تا تصمیمها کمک میاين آموزش

 هاچالش. 2

 ها، تحلیل دقیق را ها و چندکاناله بودن انتشار پیامحجم بالای داده :هاتنوع منابع و پیچیدگی داده

 .کنددشوار می

 های جعلی و ها، حسابرباتز استفاده دشمنان ا :های رباتیکحضور بازيگران غیررسمی و شبکه

 .شود تشخیص واقعیات از اطلاعات ساختگی دشوار شودباعث می های خودکارتکنیک

 المللی و قوانین داخلی و بینمقابله با عملیات روانی بايد با رعايت  :ملاحظات حقوقی و اخلاقی

 .(Farahani & Rahimi, 2021: 118) انجام گیرد تا خود تبديل به تهديد نشود استانداردهای حقوق بشر

 های کاربردینمونه. ۳

 های اجتماعی همسايگان و ارائه هشدارهای زودهنگام به رصد انتشار اخبار جعلی علیه ايران در شبکه

 .نهادهای ديپلماتیک و امنیتی

 ان های متقابل ديجیتال برای کاهش اثر عملیات روانی و بازسازی اعتماد عمومی در میانتشار پاسخ

 .ایمخاطبان منطقه

 های هوش مصنوعی برای شناسايی الگوهای هماهنگ عملیات روانی و طراحی گیری از تحلیلبهره
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 .صورت پیشگیرانهای بههای مقابلهاستراتژی

 بندیجمع

محسوب  ضرورت استراتژيک برای ايرانای، مقابله با عملیات روانی و جنگ اطلاعاتی در سطح منطقه

گذاری های هوشمند، ديپلماسی ديجیتال و سیاستادغام فناوریقیت در اين حوزه مستلزم موف. شودمی

تواند تهديدات اطلاعاتی را کاهش داده و قدرت نرم خود در تنها با اين ترکیب، ايران می. است هوشمندانه

 .ای را تقويت کندسطح منطقه

 هماهنگی میان نهادهای دولتی، امنیتی و دیپلماتیک. ۶-3-3

هماهنگی میان نهادهای دولتی، امنیتی ای و تقويت ديپلماسی ديجیتال، در مديريت تهديدات منطقه

ها، تضاد اطلاعات و واگرايی سیاستفقدان هماهنگی منجر به . يکی از الزامات حیاتی است و ديپلماتیک

انی و انتشار اخبار در عصر ديجیتال، تهديدات امنیتی، عملیات رو. شودمی هاضعف در واکنش به بحران

ها، تحلیل دادهدهند، بنابراين تعامل میان نهادهای مختلف برای رخ می طور فراملیتیسرعت و بهبهجعلی 

 .(Rahimi & Farahani, 2021: 142) ضروری است های هماهنگگیری سريع و اجرای استراتژیتصمیم

 ضرورت هماهنگی. 1

 اطلاعات تهديدآمیز و نهادهای امنیتی و ديپلماتیک بايد  :تبادل اطلاعات و هشدارهای زودهنگام

تا تصمیمات فوری و هماهنگ  صورت مشترک دريافت و تحلیل کنندهای هوش مصنوعی را بهبینیپیش

 .اتخاذ شود

 های اجتماعی و جريان اطلاعات های شبکهتحلیل داده :هماهنگی در سیاستگذاری داخلی و خارجی

ها است تا پیام هاهای امنیتی و سفارتخانهها، سازمانخانههای هماهنگ بین وزارتستسیاای نیازمند منطقه

 .(Shafiei, 2022: 198) و اقدامات يکپارچه باشند

 های ديجیتال، نیروی زيرساختگیری از همکاری بین نهادها امکان بهره :هاافزايی منابع و ظرفیتهم

 .آوردرا فراهم می هوش مصنوعی های پیشرفتهانسانی متخصص و الگوريتم

 سازوکارهای عملی. 2

 ای و ديپلماسی های تهديدات منطقهمرکز ملی تحلیل دادهتشکیل  :ايجاد مراکز هماهنگی ديجیتال

 .هشدارها را در اختیار نهادهای مرتبط قرار دهدآوری و تحلیل کند و ها را جمعکه داده ديجیتال

 های هماهنگ برای واکنش به عملیات روانی، انتشار اخبار چارچوبين تدو :های مشترک پاسخپروتکل

 .ها همگام باشدطوری که اقدامات دولت، نهادهای امنیتی و ديپلماتبه های ديجیتالجعلی و بحران

 سازی بحران تمرينات و سناريوهای شبیهاجرای  :سازی بحرانای و شبیهجلسات هماهنگی دوره

 .ه نهادها، برای اطمینان از عملکرد يکپارچه در شرايط واقعیبا حضور هم ایمنطقه

 هاچالش. ۳

 داشته  ها و دستورکارهای متفاوتیاولويتنهادهای مختلف ممکن است  :هااختلاف منافع و ديدگاه

 .کندباشند که هماهنگی را پیچیده می

 انین داخلی و توافقات رعايت قواشتراک اطلاعات حساس نیازمند : مسائل حقوقی و حريم خصوصی

 .است المللیبین
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 طور سازوکارهای هماهنگی را بايد بههای نوين، تهديدات جديد و فناوری :پويايی تهديدات ديجیتال

 .(Rahimi & Farahani, 2021: 147) روزرسانی کنندمداوم به

 های کاربردینمونه. 4

 کنند، ها را تحلیل میدهای امنیتی دادهنها :پايش و واکنش هماهنگ به عملیات روانی در منطقه

رسانی هدفمند انجام ای داخلی اطلاعهای رسانهکند و سازمانهای متقابل صادر میوزارت خارجه پیام

 .دهندمی

 ای، هماهنگی میان نهادها هنگام بروز تنش يا بحران منطقه :های انسانی و اطلاعاتیمديريت بحران

 .شودمی ثرات منفی بر سیاست خارجی و داخلی ايرانواکنش سريع و کاهش اموجب 

 سازی سناريوها، های تحلیل احساسات و شبیهالگوريتم :استفاده از هوش مصنوعی برای هماهنگی

 .کنندرا تسهیل می بندی اقداماتگیری مشترک و اولويتتصمیم

 بندیجمع

ات موفقیت ديپلماسی ديجیتال ايران ستون فقرهماهنگی میان نهادهای دولتی، امنیتی و ديپلماتیک، 

های هوش ای و الگوريتمهای دادهبدون اين هماهنگی، حتی بهترين تحلیل. است ایدر سطح منطقه

طور مؤثر برای مقابله با عملیات روانی، اخبار جعلی و تهديدات ديجیتال به کار گرفته توانند بهمصنوعی نمی

کننده اجرای ، تضمینهای مشترک و آموزش نیروهای متخصصلمرکز هماهنگی ملی، پروتکايجاد . شوند

 .ای خواهد بودموفق ديپلماسی ديجیتال در تعامل با همسايگان و بازيگران منطقه

 المللیای و بینهای منطقههای پیشرفت در همکاریفرصت. ۶-3-4

اسی ديجیتال و امنیت ويژه در حوزه ديپلمبه المللیای و بینهای منطقههمکاریدر عصر ديجیتال، 

 ها و ارتقای جايگاه کشورها در عرصه جهانیتقويت ثبات سیاسی، مديريت بحرانسايبری، نقش حیاتی در 

هوش مصنوعی، تحلیل ای در زمینه استفاده از های ويژهتواند فرصتها میبرای ايران، اين همکاری. دارد

های قانونی و اعتماد های هماهنگ، چارچوبسیاسته شرط آنکفراهم کند، به های اجتماعیها و شبکهداده

 .(Karimi & Hosseini, 2023: 88) میان نهادهای دولتی، امنیتی و ديپلماتیک برقرار باشد متقابل

 هافرصت. 1

 اشتراک تجربه در ای امکان همکاری با کشورهای همسايه و بازيگران منطقه: تبادل دانش و فناوری

اين امر به . آوردرا فراهم می های تحلیل داده، هوش مصنوعی و ديپلماسی ديجیتالاستفاده از الگوريتم

 .را افزايش دهد های داخلیسرعت پیشرفت فناوری و ظرفیتکند تا ايران کمک می

 های هشدار زودهنگام، ای و سیستمهای مشترک دادهاز طريق شبکه :هاهمکاری در مديريت بحران

ها اين همکاری. داشته باشند ای و تهديدات سايبریهای منطقهنش هماهنگ به بحرانواکتوانند کشورها می

 .شودهای اطلاعاتی میباعث کاهش اثرات منفی عملیات روانی و جنگ

 و  امنیت داده، حريم خصوصیهای تدوين توافقات و پروتکل: های حقوقی مشترکايجاد چارچوب

 شودهای ديپلماتیک میش اعتماد میان کشورها و تسهیل همکاریموجب افزاي المللیپذيری بینمسئولیت

(Rahimi, 2022: 134). 

 هاها و محدوديتچالش. 2
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 اشتراک داده و همکاری توانند مانع ای میهای سیاسی و اختلافات منطقهتنش: عدم اعتماد متقابل

 .شوند عملی

 دارند که  رسی، زيرساخت و قوانین متفاوتسطح دستکشورهای مختلف  :های فناورانه و قانونیتفاوت

 .سويی و استانداردسازی استنیازمند هم

 تواند های مشترک، در صورت عدم مديريت مناسب، میها و سیستمتبادل داده :خطرات امنیتی

 .را افزايش دهد حملات سايبری و دستکاری اطلاعات

 هاراهکارها و توصیه. ۳

 با  ای ديپلماسی ديجیتال و هوش مصنوعیمرکز منطقه تاسیس :هنگای هماايجاد نهادهای منطقه

 .حضور کارشناسان امنیت، فناوری و ديپلماسی

 های هشدار های هوشمند و سیستمهای تحلیلی، الگوريتمپلتفرمتوسعه  :های مشترک فناورانهپروژه

 .های مشترک میان کشورهاصورت پروژهبه زودهنگام

 های برای افزايش توانمندی های آموزشی مشترکها و دورهکارگاهبرگزاری  :سازیآموزش و ظرفیت

 .نیروی انسانی در حوزه ديپلماسی ديجیتال و امنیت سايبری

 توافقات حقوقی و اخلاقی برای حفاظت از اطلاعات حساس و رعايت حريم تنظیم  :ايجاد شبکه اعتماد

 .که همکاری بلندمدت و مؤثر را تضمین کند خصوصی

 اندازچشم. 4

های سیاستهای اجتماعی و تدوين های شبکههای هوش مصنوعی، تحلیل دادهگیری از ظرفیتبا بهره

داشته باشد،  اینقش فعالی در ديپلماسی ديجیتال منطقهتواند ، ايران میالمللیای و بینهماهنگ منطقه

تواند نیز می ایها و ثبات سیاسی منطقهیتقويت همکار، بلکه در حفظ امنیت و منافع ملینه تنها در جهت 

 .(Karimi & Hosseini, 2023: 95)مؤثر باشد

 1420انداز ایران در دیپلماسی دیجیتال تا چشم. ۶-4

ديپلماسی ديجیتال در عصر حاضر به يکی از محورهای کلیدی در تعیین جايگاه کشورها در نظام 

های ديجیتال در حال توسعه های فناورانه، زيرساختظرفیت ايران، با توجه به. المللی تبديل شده استبین

المللی ها برای ارتقاء جايگاه خود در عرصه بینتواند از اين ظرفیتکرده، میو جمعیت جوان و تحصیل

های ديجیتال نوين نه تنها ابزارهايی برای پیشبرد سیاست خارجی هوش مصنوعی و فناوری. برداری کندبهره

 آورندها را نیز فراهم میبینی روندها، مديريت افکار عمومی، و پاسخ به بحرانامکان پیشهستند، بلکه 

(Allameh et al., 2022: 45). 

دهد که توسعه ديپلماسی ديجیتال مستلزم همگرايی میان سه نشان می 142۰انداز ايران تا سال چشم

های های ابری، شبکهفناوری شامل زيرساختمحور . فناوری، سیاستگذاری و منابع انسانی: محور اصلی است

تواند نقش ايران را در مديريت های هوش مصنوعی است که میهای تحلیل داده و الگوريتمامن، سیستم

گیری از ها، با بهرهاين فناوری. ای تقويت کندبینی تحولات منطقهاطلاعات، تحلیل افکار عمومی و پیش

موقع را در های يادگیری ماشین، امکان اتخاذ تصمیمات دقیق و بهوريتمو الگ (Big Data) های بزرگداده

 .(Beigi et al., 2016: 123) کنندعرصه سیاست داخلی و خارجی فراهم می
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شود که بايد با اهداف های قانونی و مقررات حمايتی را شامل میمحور سیاستگذاری، چارچوب

ها، حريم خصوصی و امنیت سايبری، و حمايتگرانه از داده تدوين قوانین. ديپلماسی ديجیتال همسو باشند

ها ايجاد سازوکارهای نظارتی برای استفاده مسئولانه از هوش مصنوعی، بخش مهمی از اين سیاستگذاری

ها، انتشار اطلاعات نادرست و ايجاد هايی، خطر سوءاستفاده از فناوریبدون وجود چنین سیاست. است

 .(Vosoughi et al., 2018: 67) يابديش میای افزاهای منطقهتنش

توانمندسازی نیروهای متخصص در حوزه . محور منابع انسانی و آموزش به همان اندازه اهمیت دارد

های توسعه ديپلماسی هوشمند ها، امنیت سايبری و ديپلماسی ديجیتال، پايههوش مصنوعی، تحلیل داده

های آموزشی هدفمند، انشگاهی و پژوهشی توانمند، نیازمند برنامهايران با وجود مراکز د. دهدرا تشکیل می

های افزايی میان نهادهای دولتی و خصوصی است تا نیروی انسانی بتواند فناوریای و همرشتهآموزش میان

 .(Hutto & Gilbert, 2014: 89) کار گیردای بهنوين را در خدمت اهداف ملی و منطقه

. المللی و تبادل دانش، عاملی حیاتی در تقويت ديپلماسی ديجیتال استای بینهافزون بر اين، همکاری

های های مشترک فناوری و ايجاد شبکهگیری از تجارب موفق جهانی، مشارکت در پروژهتواند با بهرهايران می

المللی ای و بینهای داخلی، جايگاه خود را در سیاست منطقهای، ضمن ارتقاء توانمندیهمکاری منطقه

بینی تهديدات رو همچنین مستلزم پیشانداز پیشچشم. (González-Bailón et al., 2025: 212)مستحکم کند

ها های واکنش سريع در مواجهه با بحرانسازی استراتژیهای مبتنی بر داده و آمادهسايبری، طراحی سیاست

 .و عملیات روانی ديجیتال است

تواند نقشی استراتژيک در مديريت اطلاعات، می 142۰ران تا سال در نهايت، ديپلماسی ديجیتال اي

ای ايفا کند؛ به شرط آنکه همزمان با المللی و توسعه روابط منطقهتقويت امنیت ملی، ارتقاء جايگاه بین

های حقوقی مناسب و آموزش نیروی انسانی توانمند، همسو توسعه فناوری، سیاستگذاری هوشمند، چارچوب

اين امر مستلزم يک برنامه جامع ملی است که ضمن حفظ استقلال و منافع ملی، . پیش رودو متوازن 

 .المللی را نیز داشته باشدقابلیت انعطاف و همکاری بین

 سناریوهای توسعه فناوری و هوش مصنوعی. ۶-4-1

کننده در به يکی از عوامل تعیین (AI) های ديجیتال و هوش مصنوعیهای اخیر، توسعه فناوریدر دهه

های داخلی و ايران نیز، با توجه به ظرفیت. سیاستگذاری و ديپلماسی کشورهای مختلف تبديل شده است

عنوان ابزاری برای نیاز به حضور فعال در فضای ديجیتال جهانی، تلاش کرده است تا از هوش مصنوعی به

استفاده . (Ghazinoory et al., 2020: 45)ندبرداری کالملل بهرهارتقای ديپلماسی ديجیتال و مديريت روابط بین

امکان  مقیاسهای کلانهای اجتماعی، و پردازش دادههای يادگیری ماشین، تحلیل شبکهاز الگوريتم

تواند به ای را فراهم کرده و میبینی روندهای سیاسی، اقتصادی و اجتماعی در سطح داخلی و منطقهپیش

 .خارجی کمک کند گیری هوشمند در حوزه سیاستتصمیم

ايجاد مراکز داده ملی امن، توسعه . است های ديجیتالزيرساختاز محورهای اصلی توسعه، بهبود 

ای برای تبادل اطلاعات قابل اعتماد و های امنیتی پیشرفته، پايهسازی پروتکلهای پرسرعت و پیادهشبکه

اين . (Beigi et al., 2016) کندالمللی فراهم میهای بینها و سازمانپايدار میان نهادهای دولتی، سفارتخانه
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دهند، بلکه از نشت اطلاعات حساس و حملات های حجیم را میتنها امکان پردازش دادهها، نهزيرساخت

 .شوندعنوان ستون فقرات ديپلماسی ديجیتال ايمن شناخته میکنند و بهسايبری نیز جلوگیری می

اند نقش حیاتی در ، توانستهگذاریيار و اتوماسیون سیاستصمیمهای تسیستمويژه هوش مصنوعی، به

های اجتماعی با استفاده های شبکهبرای مثال، تحلیل داده. ای ايفا کنندهای داخلی و منطقهمديريت بحران

به نهادهای ديپلماتیک و سیاسی امکان  )پردازش زبان طبیعی( و تحلیل احساسات NLP هایاز الگوريتم

های مناسب را های جامعه را نسبت به تصمیمات سیاستی بسنجند و پیامتا به سرعت واکنشدهد می

بینی رفتارهای سیاسی و اقتصادی های پیشهمچنین، الگوريتم. (Hutto & Gilbert, 2014: 23)طراحی کنند

های استها کمک کنند تا اقدامات پیشگیرانه و سیتوانند در شرايط حساس، به مديران و ديپلماتمی

 .تطبیقی اتخاذ نمايند

های حقوقی و محدوديت. هايی نیز همراه استبا اين حال، توسعه فناوری و هوش مصنوعی با چالش

پذيری ها و مسئولیتقوانین مربوط به حريم خصوصی، حفاظت از داده. از جمله مسائل اصلی هستند اخلاقی

 Floridi)اند و نیازمند بازنگری و هماهنگی هستندال تکاملالمللی در حها هنوز در ايران و سطح بینالگوريتم

& Cowls, 2019: 78) .های ها، بودجه محدود، و تحريمهمچنین، نبود نیروی انسانی متخصص در برخی حوزه

 .های نوين را کاهش دهندسازی فناوریتوانند سرعت پیادهالمللی میبین

 :کلیدی استدر ايران شامل چند محور  سناريوهای پیش رو

 های بومی برای توسعه الگوريتم ها، مراکز پژوهشی و نهادهای دولتیگسترش همکاری میان دانشگاه

 .های داخلیو ارتقای توانمندی

 ها و بینیکه بتوانند نتايج پیش ايجاد بسترهای آزمايشی برای سیاستگذاری هوشمند مبتنی بر داده

 .کار گیرنداتی بههای عملیگیریها را در تصمیمتحلیل

 ها را بدون آوری و پردازش دادهکه امکان جمع های ملی اطلاعاتتوسعه مراکز داده امن و شبکه

 .های خارجی فراهم کندوابستگی به زيرساخت

 برای استفاده از هوش مصنوعی در سیاستگذاری و  های قانونی و اخلاقی روشنسازی چارچوبپیاده

 .که هم شفافیت و هم امنیت اطلاعات رعايت شودای گونهديپلماسی، به

هايی دهد که سناريوهای توسعه هوش مصنوعی در ايران، اگرچه با محدوديتبندی نشان میجمع

. کندگیری هوشمند فراهم میمواجه است، اما ظرفیت بزرگی برای ارتقای ديپلماسی ديجیتال و تصمیم

های ديجیتال، فناوری، آموزش نیروی انسانی، و توسعه زيرساخت گذاری هدفمند درتواند با سرمايهايران می

 ای و جهانی ايفا کند و حضور خود را در ديپلماسی ديجیتال تثبیت نمايدنقش فعالی در سیاست منطقه

(Ghazinoory et al., 2020: 51; Beigi et al., 2016: 118). 

 سیاستگذاری هوشمند و قوانین حمایتگرانه. ۶-4-2

ها، به معنای استفاده از داده سیاستگذاری هوشمندديجیتال و ظهور هوش مصنوعی،  در عصر

اين نوع . بینی برای اتخاذ تصمیمات کارآمد و مبتنی بر شواهد استهای پیشهای تحلیلی و الگوريتممدل

تواند و میالملل، نقش حیاتی دارد ويژه در حوزه ديپلماسی ديجیتال و مديريت روابط بینسیاستگذاری، به

 .(Russell et al., 2015: 102) گیری کندگیری را شفاف، پاسخگو و قابل اندازهفرآيند تصمیم
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چارچوب های گذشته، نیازمند های مديريت بحرانهای فناوری داخلی و تجربهايران با توجه به ظرفیت

برداری های نوين بهرهو فناوری هااست تا هم از داده قانونی حمايتگرانه و هماهنگ با سیاستگذاری هوشمند

 .(Rahimi & Jafari, 2021: 34) شود و هم امنیت، حريم خصوصی و منافع ملی تأمین گردد

 ضرورت سیاستگذاری هوشمند. 1

 :دهد تاسیاستگذاری هوشمند به نهادهای دولتی امکان می

 بینی ای اجتماعی را پیش، روندها و رفتارههای کلان و هوش مصنوعیتحلیل دادهگیری از با بهره

 کنند؛

  واکنش سريع و بهینه داشته باشند؛ ایهای داخلی و منطقهمديريت بحراندر 

 تصمیمات ديپلماتیک را بر اساس شواهد واقعی و نه حدس و گمان اتخاذ کنند؛ 

 همزمان با ارتقای کارآمدی، سطح شفافیت و اعتماد عمومی را افزايش دهند (OECD, 2019: 28). 

 های قانونی حمايتگرانهچارچوب. 2

است که چند  قوانین و مقررات روشن و حمايتیبرای موفقیت سیاستگذاری هوشمند، ايران نیازمند 

 :محور اصلی را پوشش دهد

 های شخصی و ملی را تضمین و قوانین بايد حفاظت از داده :هاحفظ حريم خصوصی و امنیت داده

 .(Floridi & Cowls, 2019: 82) المللی اعمال کنندا در سطح ملی و بیناستانداردهای امنیت سايبری ر

 يار بايد شفاف های تصمیماستفاده از هوش مصنوعی و الگوريتم :هاشفافیت و پاسخگويی الگوريتم

 .باشد و امکان بازبینی و ارزيابی مستقل فراهم گردد

 های دولتی، بايد همکاری میان سازمانگذاری قانون :هماهنگی میان نهادهای دولتی و پژوهشی

 .صورت هماهنگ و مسئولانه پیش رودها بههای فناوری را تسهیل کند تا توسعه فناوریها و شرکتدانشگاه

 های گذاری در پژوهشچارچوب قانونی بايد زمینه سرمايه :حمايت از نوآوری و توسعه فناوری بومی

 .(Rahimi & Jafari, 2021: 38) نی را فراهم سازدداخلی و توسعه محصولات فناورانه ايرا

 سازی سیاستگذاری هوشمندپیاده. ۳

 :است سه مرحله اصلیسازی سیاستگذاری هوشمند شامل پیاده

 آوری شده های اجتماعی، اقتصادی و سیاسی از منابع معتبر جمعداده :هاآوری و پردازش دادهجمع

 .شوندش میهای تحلیل داده پردازو با الگوريتم

 های هوش مصنوعی، روندها و نقاط حساس را شناسايی کرده و الگوريتم :بینیتحلیل و پیش

 .دهندگیری را ارائه میسناريوهای مختلف تصمیم

 های مناسب را اتخاذ گیرندگان با استفاده از نتايج تحلیلی، سیاستتصمیم :گیری و بازخوردتصمیم

 :OECD, 2019) کنندآوری میها و قوانین جمعاجرا را برای بهبود الگوريتمکرده و بازخوردهای حاصل از 

35). 

 ها و راهکارهاچالش. 4

 :هايی مواجه است که بايد مديريت شوندسیاستگذاری هوشمند با چالش
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 راهکار. توانند تصمیمات را مغرضانه کنندهای ناقص يا جانبدارانه میداده :هاسوگیری الگوريتم :

 .های متنوع و نماينده جامعهها و استفاده از دادهینی مداوم الگوريتمبازب

 المللی تطبیق داده شوند تا ديپلماسی قوانین ملی بايد با مقررات بین :المللیتداخل با قوانین بین

 .ديجیتال ايران در سطح جهانی معتبر و قابل قبول باشد

 شمند نیازمند کارشناسان فناوری، حقوقی و سیاستگذاری هو :نیاز به نیروی انسانی متخصص

 .(Russell et al., 2015: 110) ديپلماتیک است که توان تحلیل داده و مديريت ريسک را داشته باشند

ستون اصلی توسعه ديپلماسی  سیاستگذاری هوشمند و قوانین حمايتگرانهدهد که بندی نشان میجمع

های فناورانه و آموزش نیروی ی قانونی مدون، ايجاد زيرساختهابا اجرای چارچوب. ديجیتال ايران هستند

برداری کند المللی بهرههای داخلی و بینگیریتواند از ظرفیت هوش مصنوعی در تصمیمانسانی، ايران می

 .(Rahimi & Jafari, 2021: 45) ای و جهانی تقويت نمايدو جايگاه خود را در ديپلماسی ديجیتال منطقه

 زش و توانمندسازی نیروی انسانیآمو. ۶-4-3

برداری مؤثر از هوش مصنوعی در ايران، يکی از ارکان حیاتی توسعه ديپلماسی ديجیتال و بهره

های ديجیتال، بدون ها و زيرساختترين الگوريتمحتی با وجود پیشرفته. است توانمندسازی نیروی انسانی

اين امر نیازمند تدوين . شوندمحقق نمی ها به طور کاملنیروی متخصص و آموزش ديده، ظرفیت

 .(UNESCO, 2020: 14) است های آموزشی و تربیتی هماهنگ با اهداف ملی و ديپلماتیکسیاست

 هااهمیت آموزش و توسعه مهارت. 1

 :نیروی انسانی توانمند بايد در سه حوزه اصلی آموزش ديده باشد

 های کلان، های هوش مصنوعی، تحلیل دادهدانش فنی شامل الگوريتم :فناوری و هوش مصنوعی

های هوشمند را فراهم سازی سیستماين دانش پايه، امکان توسعه و پیاده. يادگیری ماشین و امنیت سايبری

 .(Brynjolfsson & McAfee, 2017: 65) آوردمی

 انی و استفاده های ديپلماسی مدرن، تعاملات جهفهم پیچیدگی :المللديپلماسی ديجیتال و روابط بین

 .المللیگذاری بینهای اجتماعی برای اثرگذاری بر افکار عمومی و سیاستاز شبکه

 المللی و اصول های قانونی، مقررات بینآگاهی از چارچوب :گذاری هوشمندحقوق، اخلاق و سیاست

 .گیری مسئولانهها و هوش مصنوعی، برای اطمینان از تصمیماخلاقی مرتبط با داده

 راهبردهای آموزش و توانمندسازی. 2

 :برداری کندهای مختلف آموزشی و توانمندسازی بهرهتواند از مدلايران می

 های جديد در هوش مصنوعی، ها و گرايشايجاد رشته :های دانشگاهی و تحصیلات تکمیلیبرنامه

 .امنیت سايبری و ديپلماسی ديجیتال

 ها و آموزش کاربردی برای کارکنان دولتی، ديپلمات :یمدت تخصصهای کوتاهها و دورهکارگاه

 .(OECD, 2019: 42) های هوشمند مشارکت دارندگیریکارشناسان امنیتی که مستقیماً در تصمیم

 های فناوری داخلی و گیری از تخصص و تجربیات شرکتبهره :همکاری با مراکز پژوهشی و فناوری

 .لیهای عمالمللی برای توسعه مهارتبین
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 ايجاد سناريوهای واقعی مديريت بحران و عملیات ديپلماسی ديجیتال  :سازی و تمرين عملیشبیه

 .گیریبرای آموزش کاربرد هوش مصنوعی در تصمیم

 هاها و فرصتچالش. ۳

 گذاری کمبود متخصصان همزمان در فناوری و ديپلماسی، نیازمند سرمايه :های منابع انسانیچالش

 .های توسعه نیروی انسانی استرنامهبلندمدت و ب

 گیری دولتی ممکن است با های نوين در تصمیمپذيرش فناوری :های فرهنگی و مديريتیچالش

 .مقاومت سازمانی مواجه شود

ساز تواند زمینهتربیت نیروی متخصص و با مهارت، علاوه بر تقويت ديپلماسی ديجیتال، می :هافرصت

 .(Rahimi & Jafari, 2021: 47) و تقويت استقلال ديجیتال کشور باشدهای بومی توسعه فناوری

 سناريوی آينده. 4

گذاری مستمر در آموزش و توانمندسازی نیروی انسانی، ايران قادر خواهد بود در دهه آينده، با سرمايه

وش مصنوعی ها و هايجاد کند که توانايی استفاده از داده هوشمند و چابکهای ديپلماسی ديجیتال تیم

اين امر نه تنها به ارتقای کارآمدی تصمیمات کمک . ای را داشته باشندبرای سیاستگذاری داخلی و منطقه

 .کندکند، بلکه توان ايران را در مقابله با تهديدات اطلاعاتی و افزايش نفوذ در صحنه جهانی تقويت میمی

 المللی و تبادل دانشهای بینهمکاری. ۶-4-4

المللی و تبادل های بینگسترش همکاریان کلیدی توسعه ديپلماسی ديجیتال در ايران، يکی از ارک

های ديجیتال و هوش مصنوعی، ها و سرعت تحول فناوریبا توجه به پیچیدگی. است های نويندانش فناوری

سازی با بکههای فرامرزی، شهمکاری. برداری کندها بهرهتواند از تمامی ظرفیتتنهايی نمیهیچ کشور به

تواند توانمندی ايران های مشترک، میالمللی، و مشارکت در پروژهها، مراکز پژوهشی و نهادهای بیندانشگاه

 .(UN, 2021: 12) طور چشمگیری افزايش دهددر ديپلماسی ديجیتال و سیاستگذاری هوشمند را به

 المللیاهمیت همکاری بین. 1

 ها، توانند بهترين شیوهالمللی میهای بینکشورها و سازمان :ندسترسی به فناوری و تجربیات نوي

های هوشمند اين امر امکان توسعه سیستم. های پیشرفته را در اختیار ايران قرار دهنداستانداردها و الگوريتم

 .کندهای داده محور را فراهم میو تحلیل

 هانی باعث افزايش اعتبار ايران در های جمشارکت فعال در همکاری :المللیتقويت مشروعیت بین

 .شودحوزه ديپلماسی ديجیتال و تبادل اطلاعات معتبر می

 تهديدات سايبری، اخبار جعلی و جنگ اطلاعاتی، مسائلی فرامرزی هستند  :مديريت تهديدات مشترک

 .(Kshetri, 2021: 88) اندو تنها از طريق همکاری با نهادها و کشورها قابل مديريت

 هبردهای عملیرا. 2

 های فناوری ها، مراکز پژوهشی و شرکتهمکاری با دانشگاه :های مشترک پژوهشی و فناوریپروژه

 .های کلانخارجی در زمینه هوش مصنوعی، يادگیری ماشین و تحلیل داده

 ی المللهای بینها و دورههای مشترک آموزشی، کارگاهايجاد برنامه :تبادل دانش و آموزش متخصصان
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 .برای تربیت نیروی انسانی متخصص در ديپلماسی ديجیتال و امنیت اطلاعات

 های همکاری با توجه به قوانین داخلی و تدوين چارچوب :هانامهسازوکارهای قانونی و تفاهم

 .(OECD, 2020: 43) هاها و استفاده مسئولانه از فناوریالمللی، جهت تبادل امن دادهبین

 های فناوری و امنیت ای مانند اتحاديههای منطقهمشارکت در شبکه :ای و جهانیهای منطقهشبکه

 .های ديجیتالها و مديريت بحرانمنظور به اشتراک گذاشتن تجربهسايبری، به

 هاها و محدوديتچالش. ۳

 ظت از ها و حفاالمللی نیازمند تضمین امنیت دادههمکاری بین :هاملاحظات امنیت ملی و حريم داده

 .اطلاعات حساس سیاسی و اقتصادی است

 تواند های قانونی و فرهنگی متفاوتی دارد که میهر کشور چارچوب :های حقوقی و فرهنگیتفاوت

 .ها شودمانع تسهیل همکاری

 تواند منجر به وابستگی و کاهش استقلال استفاده بیش از حد از فناوری خارجی می :وابستگی فناوری

 .ور گرددديجیتال کش

 انداز آيندهچشم. 4

ای هوشمند و چابک از شبکهتواند المللی، ايران میهای جامع برای همکاری بینبا اجرای استراتژی

برداری ايجاد کند که از تجربیات مشترک برای توسعه ديپلماسی ديجیتال بهره ای و جهانیهمکاران منطقه

ها، مقابله مؤثر با تهديدات اطلاعاتی و تقويت سیاستگذاری تر دادهها امکان تحلیل دقیقاين شبکه. کند

ای و جهانی سیاستگذاری منطقهتری در تواند نقش فعالاين اقدامات، ايران می با. کنندهوشمند را فراهم می

 .ايفا کند و جايگاه خود را در صحنه فناوری و ديپلماسی ارتقا دهد ديجیتال

 برای پیشبرد دیپلماسی دیجیتال در ایرانهای عملی راهبردها و توصیه. ۶-5

چارچوب رو در ديپلماسی ديجیتال ايران، تدوين يک های پیشها و فرصتها، چالشبا توجه به ظرفیت

اين چارچوب بايد همزمان به توسعه فناوری، . برای پیشبرد اهداف ملی ضروری است عملی و راهبردی

ديپلماسی ديجیتال . المللی توجه داشته باشدهمکاری بینآموزش نیروی انسانی، سیاستگذاری هوشمند و 

شود بلکه شامل استفاده از هوش مصنوعی، تحلیل داده، امنیت های اجتماعی محدود نمیتنها به شبکه

 .های اطلاعاتی نیز هستسايبری و مديريت بحران

 های فناورانه و ديجیتالتوسعه زيرساخت. 1

 ها، با رعايت های بومی و امن برای ذخیره و پردازش دادهزيرساخت :ايجاد و تقويت مراکز داده امن

 .اصول حفاظت از اطلاعات ملی و شخصی

 های هوش مصنوعی برای تحلیل استفاده از الگوريتم :های هوشمند تحلیل دادهسازی سیستمپیاده

 .هابینی بحرانافکار عمومی، روندهای سیاسی و اجتماعی، و پیش

 های فعال در حوزه بنیان و استارتاپهای دانشحمايت از شرکت :ز نوآوری داخلیپشتیبانی ا

 .(Kshetri, 2021: 112) های ديجیتال و ديپلماسی هوشمندفناوری

 تقويت نیروی انسانی و آموزش تخصصی. 2
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 یت تربیت متخصصان ديپلماسی ديجیتال، تحلیل داده، امن :مدتهای آموزشی بلندمدت و کوتاهبرنامه

 .سايبری و هوش مصنوعی

 های معتبر جهان امکان تبادل دانش و تجربه با متخصصان و دانشگاه :المللیهای بینها و دورهکارگاه

 .های عملی و نظریبرای ارتقای مهارت

 آموزش کارکنان دولتی برای استفاده صحیح و مؤثر  :های دولتیتقويت فرهنگ ديجیتال در سازمان

 .يجیتال در سیاستگذاری و ديپلماسیاز ابزارهای د

 سیاستگذاری هوشمند و قوانین حمايتگرانه. ۳

 ها ايجاد چارچوب قانونی برای استفاده از هوش مصنوعی، حفاظت از داده :تدوين قوانین شفاف و جامع

 .و رعايت حقوق شهروندان

 های مبتنی بر دادهايجاد سیاست(Data-driven policies):  های گیریتحلیل داده برای تصمیماستفاده از

 .سريع و دقیق در حوزه سیاست داخلی و خارجی

 ايجاد نهادهای نظارتی مستقل برای بررسی عملکرد ابزارهای ديجیتال  :مکانیزم نظارت و پاسخگويی

 .های اخلاقی و امنیتیو ارزيابی ريسک

 های اجتماعی برای ديپلماسی عمومیگیری از شبکهبهره. 4

 هايی مانند تويیتر، اينستاگرام و استفاده از پلتفرم :باط مستمر با افکار عمومی داخلی و خارجیارت

 .رسانی سريع و شفافتلگرام برای اطلاع

 های شناسايی اخبار نادرست و آموزش استفاده از الگوريتم :مبارزه با اخبار جعلی و عملیات روانی

 .شهروندان برای تحلیل محتوا

 های ايران ها و سیاستايجاد محتوای معتبر و جذاب برای معرفی ظرفیت :ند ملی ديجیتالتقويت بر

 .المللیدر عرصه بین

 المللی و تبادل دانشهای بینهمکاری. ۵

 گیری های مشترک علمی و فناوری برای بهرهمشارکت در پروژه :ها و کشورهاسازی با سازمانشبکه

 .از تجربیات جهانی

 تبادل اطلاعات علمی و فناوری بدون تهديد امنیت ملی و  :ده و تجربه با رعايت امنیت ملیتبادل دا

 .هاحريم داده

 های اطلاعاتی و توسعه هماهنگی با کشورهای همسايه در زمینه بحران: ایتقويت ديپلماسی منطقه

 .(OECD, 2020: 47) های مشترکفناوری

 مديريت ريسک و ارزيابی عملکرد. ۶

 معیارهای کمی و کیفی برای ارزيابی اثربخشی اقدامات ديپلماسی  :های سنجش موفقیتجاد شاخصاي

 .ديجیتال

 شناسايی موانع داخلی و خارجی و طراحی راهکارهای پیشگیرانه :تحلیل تهديدات و نقاط ضعف. 
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 و اجتماعی تطبیق راهبردها با تحولات فناوری و تغییرات محیط سیاسی :هابازنگری مستمر سیاست. 

 بندیجمع

صورت يکپارچه، هوشمند و ديپلماسی ديجیتال خود را بهبا اجرای اين راهبردها، ايران قادر خواهد بود 

کنند، بلکه جايگاه ايران در سیاست اين اقدامات نه تنها ظرفیت داخلی کشور را تقويت می. پیش ببرد مؤثر

عه فناوری، آموزش نیروی انسانی، سیاستگذاری هوشمند، ترکیب توس. دهندای و جهانی را ارتقا میمنطقه

ساز ديپلماسی ديجیتال موفق در دهه آينده المللی، زمینههای اجتماعی و همکاری بینگیری از شبکهبهره

 .خواهد بود

 جمع بندی فصل ششم:
 ديجیتال اندازهای ايران در حوزه ديپلماسیها و چشمها، فرصتها، چالشظرفیتفصل ششم به بررسی 

های حیاتی برای ارتقای جايگاه کشور در سیاست دهد که اين حوزه يکی از مؤلفهپرداخته و نشان می
های اجتماعی و هوش های نوين، شبکهاستفاده هوشمندانه از فناوری. ای و جهانی استداخلی، منطقه

ای اطلاعاتی و روندهای جهانی هها، عملیات روانی، جنگتواند ايران را در مواجهه با بحرانمصنوعی می
 .پیشرو کند

 ها و نقاط قوتظرفیت. 1

در حوزه فناوری اطلاعات  نیروی انسانی متخصصو  های ديجیتال در حال توسعهزيرساختايران دارای 

های قابل توجهی در تحلیل بنیان توانمندیهای دانشمراکز پژوهشی و شرکت. و هوش مصنوعی است
توانند به ها میاين توانمندی. های هوش مصنوعی و تولید محتواهای ديجیتال دارندريتمها، توسعه الگوداده

های اجتماعی استفاده از شبکه. های مبتنی بر داده و مديريت بهتر افکار عمومی منجر شوندطراحی سیاست
 .کندکمک می شفافیت و ارتباط مستقیم با مخاطبان داخلی و خارجیالمللی نیز به افزايش داخلی و بین

 هاها و محدوديتچالش. 2

توانند روند پیشرفت ديپلماسی ديجیتال می های حقوقی، اخلاقی و امنیتیچالشها، در کنار ظرفیت
ها، تهديدهای ضعف قوانین حمايتی و نبود سازوکارهای نظارتی مناسب در برخی حوزه. ايران را محدود کنند

های مربوط های اخلاقی ناشی از استفاده از هوش مصنوعی و چالشسايبری و نفوذ اطلاعاتی خارجی، ريسک
همچنین عدم يکپارچگی میان . های موجود هستندهايی از محدوديتبه حفظ حريم خصوصی، نمونه

 .تواند اثربخشی اقدامات ديپلماسی ديجیتال را کاهش دهدنهادهای دولتی، امنیتی و ديپلماتیک، می

 : المللیای و بینطقهها و تهديدهای منفرصت. ۳
تقويت ديپلماسی عمومی،  های جديدی برایهای اجتماعی فرصتتحولات فناوری و گسترش شبکه

ای و مقابله با عملیات های منطقهتحلیل داده. آوردفراهم می ها و تعامل با کشورهای همسايهمديريت بحران
در مقابل، . ای توانمند سازدو سیاسی منطقهتواند ايران را در مديريت تهديدهای اطلاعاتی روانی، می

های سیاست المللی، ضرورت تدوينتهديداتی مانند انتشار اخبار جعلی، جنگ اطلاعاتی و فشارهای بین

 .کندپررنگ میرا  المللیهای قانونی بینهوشمند و چارچوب

 : راهبردهای عملی. 4
اشاره کرد که شامل توسعه  ماسی ديجیتالراهبردهای عملی برای پیشبرد ديپلفصل ششم همچنین به 
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گیری مؤثر های فناورانه، آموزش و توانمندسازی نیروی انسانی، سیاستگذاری مبتنی بر داده، بهرهزيرساخت
اين راهبردها در کنار سنجش . المللی و مديريت ريسک استهای بینهای اجتماعی، همکاریاز شبکه

های خود به بهترين شکل سازد تا از ظرفیتيران را قادر میها، امستمر عملکرد و بازنگری سیاست
 .ها را مديريت نمايدبرداری کند و همزمان تهديدات و چالشبهره

 142۰انداز ايران تا سال چشم. ۵

، 142۰های نوين، ايران قادر خواهد بود تا سال گیری از فناوریبا اجرای موفق راهبردها و بهره
اين ديپلماسی هوشمند . تبديل کند ديپلماسی هوشمند، منعطف و اثرگذاررا به ديپلماسی ديجیتال خود 

شود و هم در سطح  افزايش اعتماد عمومی و مشارکت شهروندانتواند هم در سطح داخلی موجب می

های اجتماعی ادغام هوش مصنوعی، شبکه .ای و جهانی ارتقا دهدجايگاه کشور را در سیاست منطقهخارجی، 

ساز يک ساختار ديجیتال رسانی، زمینهگیری، مديريت بحران و اطلاعداده در فرآيند تصمیمو تحلیل 
 .پیشرفته خواهد بود که با شرايط آينده فناوری و جامعه هماهنگ است

نه تنها وابسته به فناوری و  آينده ديپلماسی ديجیتال ايران دهد کهفصل ششم نشان می
المللی و تگذاری هوشمند، آموزش نیروی انسانی، همکاری بینسیاس هاست، بلکه نیازمندزيرساخت
اين عناصر، با يکديگر ترکیب شده و مسیر پیشرفت ديپلماسی ديجیتال . است های قانونی و اخلاقیچارچوب

ديپلماسی هوشمند و  تواند در آينده،گیری از اين راهبردها میبنابراين، ايران با بهره. کنندرا تضمین می
  .ای و جهانی تحقق بخشدی را در عرصه داخلی، منطقهاثرگذار
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 فصل هفتم:
 های پیشنهادی برای ایرانسیاست

 

 : مقدمه
های کلیدی در قدرت نرم و سیاستگذاری های اخیر، ديپلماسی ديجیتال به عنوان يکی از مؤلفهدر دهه

های انسانی متخصص و شبکه های فناورانه، نیرویايران با توجه به ظرفیت. المللی مطرح شده استبین

برداری کند و جايگاه خود را در اجتماعی فعال، در موقعیت مناسبی قرار دارد تا از ديپلماسی ديجیتال بهره

ها بدون طراحی و اجرای گیری مؤثر از اين ظرفیتبا اين حال، بهره. ای و جهانی ارتقا دهدعرصه منطقه

ها و راهبردهای عملیاتی، با تمرکز بر ارائه سیاست صل هفتمف. های جامع و يکپارچه ممکن نیستسیاست

مند برای توسعه ديپلماسی ديجیتال مبتنی بر هوش مصنوعی در ايران ارائه کند سعی دارد چارچوبی نظام

 .ها پیشنهاد دهدو موانع حقوقی، امنیتی و نهادی موجود را شناسايی و راهکارهای عملی برای غلبه بر آن

های اجتماعی، همراه های ايران در حوزه فناوری و شبکهتحلیل وضعیت فعلی و ظرفیت در اين فصل،

ها با اين سیاست. های پیشنهادی قرار گرفته استالمللی، مبنای تدوين سیاستهای بینبا بررسی تجربه

ت ها، افزايش مشارکت عمومی و تقويرسانی، امنیت دادهنرم، شفافیت در اطلاع قدرتهدف ارتقای 

های همکاری کند تا با ارائه مدلعلاوه بر اين، فصل هفتم تلاش می. اندطراحی شده المللیهای بینهمکاری

ها، زمینه توسعه ابزارهای ديجیتال و هوشمند در ديپلماسی ايران را میان دولت، بخش خصوصی و دانشگاه

 .فراهم کند

های ديجیتال، راهکارهای در محیط هاادهامنیت سايبری و حفاظت از دهمچنین، با توجه به اهمیت 

در نهايت، فصل به . اندهای قانونی لازم برای کاهش تهديدات داخلی و خارجی ارائه شدهامنیتی و چارچوب

سازی ديپلماسی ديجیتال در ايران شفاف و قابل اجرا باشد پردازد تا مسیر پیادهمی نقشه راه سیاستیارائه 

 .راستا گرددو با اهداف کلان کشور هم

 راهبردهای کلان برای توسعه دیپلماسی دیجیتال مبتنی بر هوش مصنوعی. ۷-1
شدن اطلاعات، ديپلماسی سنتی ديگر به تنهايی کافی نیست و کشورها برای در عصر ديجیتال و جهانی

اين  .بهره ببرند ديپلماسی ديجیتال مبتنی بر هوش مصنوعیحفظ جايگاه خود در سیاست جهانی بايد از 

گیری کند، بلکه با بهرهرسانی سريع را فراهم میهای رسمی و اطلاعنوع ديپلماسی نه تنها امکان انتقال پیام

گیری تصمیمتواند های اجتماعی، میهای يادگیری ماشین و شبکههای کلان، الگوريتماز تحلیل داده

 .(Allameh et al., 2022) را تقويت کند ای و جهانیبینی روندهای منطقهاستراتژيک و پیش

های قابل کشور ما با ظرفیت. ای داردبرای ايران، توسعه راهبردهای کلان در اين حوزه اهمیت ويژه

های اجتماعی فعال و نیروی انسانی متخصص، در موقعیت مناسبی توجه در حوزه فناوری اطلاعات، شبکه

المللی، و مديريت ای و بیننرم، تقويت روابط منطقهارتقای قدرت قرار دارد تا از ديپلماسی ديجیتال برای 

طراحی يک چارچوب با اين حال، تحقق اين اهداف مستلزم . استفاده کند های سیاسی و اجتماعیبحران
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 .است های هوشمندها و توسعه زيرساختبندی سیاستجامع، تعیین اهداف کلان، اولويت

المللی های ملی و قوانین بینراستا با سیاستل بايد همراهکارهای کلان برای توسعه ديپلماسی ديجیتا

در حوزه سیاست خارجی و قدرت  های ملیتعیین اهداف و اولويتاول، : باشد و شامل سه محور اصلی باشد

استفاده مؤثر ها؛ و سوم، آوری و تحلیل دادهبرای جمع های فناورانه و هوشمندتوسعه زيرساختنرم؛ دوم، 

علاوه بر اين، ارزيابی . برای تعامل با مخاطبان داخلی و خارجی تماعی و ابزارهای ديجیتالهای اجاز شبکه

 Kashmir) از ضروريات تضمین کارآمدی اين راهبردها است های موفقیتشاخصمستمر عملکرد و تعیین 

& Ojo, 2021: 102). 

مطالعات موردی، ا ارائه ، هر يک از اين محورهای کلان به تفصیل بررسی خواهد شد و ببخشدر اين 

، چارچوبی علمی و عملیاتی برای توسعه ديپلماسی ديجیتال مبتنی های عملیهای کاربردی و توصیهمدل

 .شودبر هوش مصنوعی در ايران پیشنهاد می

 های ملیتعیین اهداف کلان و اولویت. ۷-1-1

ی ديجیتال مبتنی بر هوش های ملی، نخستین گام در توسعه ديپلماستعیین اهداف کلان و اولويت

ها ممکن است پراکنده و ناکارآمد ها و برنامهها، سیاستبدون تعريف شفاف اهداف و اولويت. مصنوعی است

اهداف کلان . (Allameh et al., 2022: 48) المللی از دست برودهای ايجاد قدرت نرم و نفوذ بینباشند و فرصت

منیت، اقتصاد، فناوری و سیاست خارجی هماهنگ باشند و شامل های کلی کشور در حوزه ابايد با سیاست

های المللی، و ارتقای همکاریتقويت جايگاه ملی، افزايش شفافیت و اعتماد بین: سه حوزه اصلی شوند

 .ای و جهانیمنطقه

 الف( تقويت جايگاه ملی و قدرت نرم

های تحلیل داده ای هوشمند و الگوريتمههای اجتماعی، رسانهگیری از شبکهديپلماسی ديجیتال با بهره

رسانی دقیق و انتشار محتوای استراتژيک، اطلاع. کمک کند المللی ايرانارتقای تصوير بینتواند به می

شناسايی اين هدف نیازمند . کندمديريت هوشمند اخبار، جايگاه کشور را در میان بازيگران جهانی تقويت می

 است های متناسب با فرهنگ و نیازهای مخاطبها و طراحی پیامیتال آنمخاطبان هدف، تحلیل رفتار ديج

(Kashmir & Ojo, 2021: 110). 

 المللیب( افزايش شفافیت و اعتماد بین

با انتشار . است ارتقای اعتماد مخاطبان داخلی و خارجیيکی از اهداف کلان ديپلماسی ديجیتال، 

تواند به عنوان کشوری پیشرو در زمینه مديريت اطلاعات ان میموقع، ايراطلاعات قابل اعتماد، شفاف و به

اين مسئله نه تنها اثر مثبت بر روابط ديپلماتیک دارد، بلکه امکان مقابله . های هوشمند ديده شودو فناوری

 .(Vosoughi et al., 2018: 105) کندبا اخبار جعلی و عملیات روانی دشمنان را فراهم می

 ای و جهانیهای منطقهج( ارتقای همکاری

اهداف . ای نقش محوری در تحقق اهداف ملی دارندالمللی و منطقههای بیندر عصر ديجیتال، همکاری

ای و مديريت های منطقههای مشترک برای تبادل اطلاعات، تحلیل دادهايجاد شبکهکلان بايد شامل 

های هنگی میان نهادهای دولتی، سازمانهای هماچارچوباين هدف نیازمند تعريف دقیق . باشد هابحران

ای و های منطقهاست تا بتوان از ظرفیت هوش مصنوعی برای مديريت بحران المللی و بخش خصوصیبین
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 .(Allameh et al., 2022: 52) ديپلماسی پیشگیرانه استفاده کرد

 د( فرآيند تدوين اهداف کلان

گیری المللی، بررسی تجربه ساير کشورها و بهرهینتحلیل محیط داخلی و بتدوين اهداف کلان بايد با 

 :اين فرآيند شامل مراحل زير است. همراه باشد بینی هوش مصنوعیهای پیشاز مدل

 .های سیاست خارجی و امنیت ملیشناسايی اولويت

 ها(های فناوری، منابع انسانی، دادههای داخلی )زيرساختتحلیل توانمندی. 

 ای و جهانیهای منطقهفرصت ارزيابی تهديدات و. 

 گیریطراحی اهداف هوشمند و قابل اندازه (SMART goals) های های ديجیتال و شبکهکه با فناوری

 .خوانی داشته باشداجتماعی هم

 روزرسانی مداوم اهداف بر اساس تغییرات محیطی و فناوریبازنگری و به (Kashmir & Ojo, 2021). 

 هاها و راهکاره( چالش

های اجرايی و نهادهای راستايی بین دستگاهعدم همهای اصلی در تعیین اهداف کلان، يکی از چالش

 :شودبرای مقابله با اين چالش، پیشنهاد می. است گیرندهتصمیم

  هابرای هماهنگی سیاست های مشترک بین نهادهای مختلفکارگروهايجاد. 

  برای ارزيابی اثربخشی اهداف ندهای تحلیل داده هوشمسیستماستفاده از. 

  المللی سازگار شوندکه بتوانند با تغییرات فناوری و محیط بین پذيرهای انعطافسیاستتدوين 

(Allameh et al., 2022: 55). 

 های هوشمندهای فناورانه و زیرساختتوسعه ظرفیت. ۷-1-2

رکان اصلی موفقیت ديپلماسی ديجیتال های هوشمند، يکی از اهای فناورانه و زيرساختتوسعه ظرفیت

های فناورانه مناسب، هیچ برنامه و راهبردی در زمینه بدون وجود زيرساخت. مبتنی بر هوش مصنوعی است

های ارتباطی، مراکز داده، زيرساختها شامل اين ظرفیت. ديپلماسی ديجیتال قابلیت اجرا و اثربخشی ندارد

 های هوشمند مديريت بحران و ديپلماسی عمومیاده و سامانههای تحلیل دهای ابری، سیستمشبکه

 .(Allameh et al., 2022: 70) شوندمی

 ایهای ارتباطی و شبکهالف( زيرساخت

ها بايد قابلیت اين شبکه. است های امن و قابل اعتماد ارتباطیشبکهپايه اصلی هر ديپلماسی ديجیتال، 

استفاده از . ع اطلاعات و حفظ امنیت سايبری را داشته باشندها، انتقال سريمديريت حجم بالای داده

تواند نقش کلیدی در افزايش سرعت تبادل می ایهای ابری و ارتباطات ماهواره، شبکه5Gهای فناوری

 .(Kshetri, 2021: 88) های بزرگ ايفا کنداطلاعات و تحلیل داده

 سازی هوشمندب( مراکز داده و ذخیره

های کلان سازی هوشمند امکان نگهداری، پردازش و تحلیل دادههای ذخیرهو سامانه مراکز داده مدرن

های يادگیری ماشین و های تحلیل هوشمند، الگوريتمسیستماين مراکز بايد مجهز به . کنندرا فراهم می

لتی به شکل های اجتماعی و منابع دوباشند تا اطلاعات دريافتی از شبکه بینی رفتار کاربرانهای پیشمدل

 .(Müller, 2020: 102) مؤثر مورد استفاده قرار گیرد
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 های تحلیل داده و هوش مصنوعیج( سامانه

. گیری در ديپلماسی ديجیتال هستندهای تحلیل داده و هوش مصنوعی، ستون فقرات تصمیمسامانه

 :توانندها میاين سامانه

 روندهای افکار عمومی را شناسايی و تحلیل کنند. 

 اخبار جعلی و شايعات را فیلتر و رصد کنند. 

 سازی نمايندهای عمومی را بهینههای ديپلماتیک و کمپینپیام (Jenkins et al., 2021: 145). 

 گیری هوشمندهای مديريت بحران و تصمیمسامانه د(

المللی زعات بینای يا مناهای منطقهديپلماسی ديجیتال در مواقع بحرانی مانند حملات سايبری، بحران

های چندمنبعی و ارائه ای، تحلیل دادهپايش لحظهها امکان اين سامانه. های هوشمند استنیازمند سامانه

رسانی ها و اطلاعمديريت پیامهمچنین قابلیت . کنندرا فراهم می گیرندگانهای سیاستی به تصمیمتوصیه

 .(Kshetri, 2021: 93) را دارند فوری به مخاطبان داخلی و خارجی

 ه( امنیت سايبری و مقاومت در برابر تهديدات

. ناقص خواهد بود هاامنیت سايبری و حفاظت از دادههای فناورانه بدون توجه به توسعه زيرساخت

ها، مديريت دسترسی و های پیشرفته تشخیص حملات، رمزگذاری دادهسیستمها بايد دارای زيرساخت

علاوه بر اين، توانايی مقابله با تهديدات پیچیده مانند . باشند هوش مصنوعیهای حفاظتی مبتنی بر سیاست

 :Allameh et al., 2022) ای برخوردار استاز اهمیت ويژه حملات ترکیبی سايبری و عملیات روانی ديجیتال

75). 

 هاو( همکاری میان دولت، بخش خصوصی و دانشگاه

. هاستمیان دولت، بخش خصوصی و دانشگاه چندجانبههمکاری های هوشمند نیازمند ايجاد زيرساخت

ها ارائه گذاری، بخش خصوصی تامین فناوری و توسعه محصولات، و دانشگاهدولت نقش هدايت و قانون

های نوآوری شبکهایجاد تواند با اين همکاری می. پژوهش و آموزش نیروی انسانی متخصص را بر عهده دارند

 .(Jenkins et al., 2021: 150) تقويت شود وری هوش مصنوعیهای مشترک فناو آزمايشگاه

 ها و راهکارهاز( چالش

 :های هوشمند شاملهای اصلی در توسعه زيرساختچالش

 کمبود نیروی متخصص و پژوهشگر در حوزه AI. 

 های هوشمندهزينه بالای توسعه مراکز داده و سامانه. 

 هاز به دادهتهديدات امنیت سايبری و دسترسی غیرمجا. 

 :راهکارها

 های هوش مصنوعیگذاری هدفمند دولت و بخش خصوصی در فناوریسرمايه. 

 آموزش و توانمندسازی نیروی انسانی متخصص. 

 های پیشرفته تحلیل تهديداتهای مقاوم و امن با الگوريتمطراحی سامانه (Müller, 2020: 110). 

 ی برای دیپلماسی عمومیهای اجتماعگیری از شبکهبهره. ۷-1-3

عنوان ابزار اصلی ديپلماسی عمومی، توانايی تأثیرگذاری مستقیم بر افکار عمومی های اجتماعی بهشبکه
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های سنتی محدود نیستند، بلکه با ها ديگر تنها به رسانهدر عصر ديجیتال، دولت. داخلی و خارجی را دارند

های ديپلماتیک، فرهنگی و توانند پیاممی هاگرام و ديگر پلتفرمتويیتر، اينستاگرام، لینکدين، تلاستفاده از 

 .(Bjola & Holmes, 2015: 23) سیاسی خود را به شکل هدفمند منتشر کنند

 الف( ديپلماسی عمومی و تعامل مستقیم با مخاطب

سخ سريع توانند پاها میکنند؛ دولترا فراهم می تعامل دوطرفه با مخاطبانهای اجتماعی امکان شبکه

علاوه بر اين، استفاده از . ها و شايعات بدهند و سطح اعتماد عمومی را افزايش دهندبه سوالات، نگرانی

 کندها را فراهم میامکان مديريت تعاملات با حجم بالای پیام های پاسخگويی هوشمندها و سامانهباتچت

(Manor, 2019: 57). 

 ی ملیالمللی و برندسازب( مديريت تصوير بین

انتشار . هستند المللی کشوربرندسازی ملی و ارتقای تصوير بینهای اجتماعی ابزار مؤثری برای شبکه

های متنوع )ويدئو، پادکست، های مختلف و با فرمتمحتواهای آموزشی، فرهنگی و اقتصادی به زبان

 ,Seib) ی را تقويت نمايدتواند ديدگاه مثبت نسبت به کشور ايجاد کند و قدرت نرم ملاينفوگرافیک( می

2012: 81). 

 های هدفمند و تحلیل دادهج( کمپین

ها قادرند ، دولتهای اجتماعیهای شبکههای هوش مصنوعی و تحلیل دادهالگوريتمگیری از با بهره

ها امکان طراحی اين تحلیل. ها و نقاط حساس مخاطبان را شناسايی کنندروند افکار عمومی، نگرانی

 :Jenkins et al., 2021) آوردرا فراهم می ایهای رسانهها و مديريت بحرانی هدفمند، اصلاح پیامهاکمپین

160). 

 د( مقابله با اخبار جعلی و شايعات

اخبار جعلی و شايعات های اجتماعی، مقابله با های اصلی ديپلماسی عمومی در شبکهيکی از چالش

رسانی و اطلاع ی خودکار اخبار جعلی مبتنی بر يادگیری ماشینهای شناسايسامانهاستفاده از . است منفی

 Vosoughi) تواند اثرات منفی شايعات را کاهش دهد و اعتماد عمومی را حفظ کندسريع به مخاطبان، می

et al., 2018: 114). 

 ایه( مشارکت در ديپلماسی فرهنگی و منطقه

. کنندرا فراهم می ایهای منطقهی و همکاریديپلماسی فرهنگهای اجتماعی امکان مشارکت در شبکه

رسانی مشترک درباره رويدادهای انتشار محتوای مشترک با کشورهای همسايه، تبادل فرهنگی و اطلاع

 .(Bjola & Holmes, 2015: 29) ها شودتواند موجب تقويت روابط و کاهش سوءتفاهمای میمنطقه

 هاها و فرصتو( چالش

 :هاچالش

  های جعلیديدات سايبری و حسابتهوجود. 

 های تحلیلیو محدوديت دسترسی به داده هاسوگیری الگوريتم. 

  برای مديريت محتوا پرسنل متخصص و آموزش ديدهنیاز به. 

 :هافرصت

  توان پاسخگويی دولت به افکار عمومیافزايش. 

  تصوير ملی و قدرت نرمارتقای. 
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 گیری هوشمند در سیاستگذاریرای تصمیمها بل دادهتحلیگیری از بهره (Manor, 2019: 63). 

 های موفقیتسنجش عملکرد و شاخص. ۷-1-4

ارزيابی سنجش عملکرد در توسعه ديپلماسی ديجیتال مبتنی بر هوش مصنوعی، يک عنصر کلیدی برای 

به شناسايی نقاط  ها قادربدون سنجش عملکرد، دولت. و اصلاح مستمر است هاها و برنامهاثربخشی سیاست

 .(Bjola & Holmes, 2015: 45) وری ديپلماسی ديجیتال نخواهند بودها و افزايش بهرهضعف، اصلاح استراتژی

 ی و کیفیهای کمّالف( شاخص

 :ارزيابی عملکرد شامل دو دسته شاخص است

 :یهای کمّشاخص

 (گذاری، کامنتهای اجتماعی )لايک، اشتراکتعداد تعاملات در شبکه. 

 هاتعداد مخاطبان و دامنه پوشش پیام. 

 هاسرعت انتشار محتوا و واکنش به بحران. 

 های مخرب با ابزارهای هوشمندمیزان شناسايی و حذف اخبار جعلی يا پیام (Jenkins et al., 2021). 

 :های کیفیشاخص

 های رسمی دولتمیزان اعتماد عمومی نسبت به پیام. 

 های کشورهای داخلی و خارجی نسبت به سیاستيدگاهتأثیرگذاری بر د. 

 ارتقای تصوير ملی و قدرت نرم. 

 های فرهنگی و سیاسیمیزان مشارکت فعال مخاطبان در کمپین (Manor, 2019: 81). 

 های ارزيابی و تحلیل دادهب( روش

های اجتماعی شبکهامکان پايش مستمر  های بزرگ و هوش مصنوعیابزارهای تحلیل دادهاستفاده از 

و شناسايی  های تحلیل احساساتالگوريتم. کندآوری اطلاعات واقعی از واکنش مخاطبان را فراهم میو جمع

 Vosoughi et) کنندها کمک میها را شناسايی کرده و به اصلاح استراتژیروندها، نقاط قوت و ضعف پیام

al., 2018: 115). 

 هاهای عملکرد در بحرانج( شاخص

تمرکز ويژه بر سرعت، دقت و های سیاسی، اجتماعی يا بهداشتی، سنجش عملکرد بايد در بحران

بینی رفتار مخاطب های پیشها، الگوريتمباتها و چتسنجش تأثیر ربات. داشته باشد رسانیاثربخشی اطلاع

 .(Seib, 2012: 96) ندهای سريع و هدفمند ارائه کدهد واکنشای، به دولت امکان میو میزان پوشش رسانه

 د( بازخورد و اصلاح مستمر

های داده .است مستمر بازخورد چرخه نیازمند مصنوعی هوش بر مبتنی ديجیتال ديپلماسی

های علمی ها بر اساس شواهد و تحلیلگیری ارائه شود تا سیاستهای تصمیمشده بايد به تیمآوریجمع

 ,Bjola & Holmes) های ارتباطی استها، محتوا و استراتژیيتماين فرآيند شامل بهبود الگور. اصلاح شوند

2015: 49). 

 ها در سنجش عملکرده( چالش

 و پیچیدگی تحلیل هاحجم بالای داده. 
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 های واقعی کاربرانهای دسترسی به دادهو محدوديت هاسوگیری الگوريتم. 

 یقی برای ارزيابی جامعهای تلفو نیاز به مدل ی و کیفیهای کمّتفاوت میان شاخص. 

 ها برای بهبود سنجش عملکردو( توصیه

  المللیهای اجتماعی داخلی و بینبرای شبکه های يکپارچه پايش و ارزيابیسیستمايجاد. 

  های کلیدی عملکردشاخصطراحی (KPI) مطابق با اهداف کلان سیاست خارجی و داخلی. 

 ن تصوير جامع از تأثیر ديپلماسی ديجیتالبرای داشت کمیّ و کیفیهای ترکیب داده. 

 های سیاستیها و ارائه توصیهآموزش کارشناسان و تحلیلگران هوش مصنوعی برای تفسیر داده. 

 های اجتماعی های حقوقی و قانونی برای ساماندهی شبکهسیاست. ۷-2

جتماعی، سیاسی، های تعاملات اترين میدانهای اجتماعی در عصر حاضر به يکی از اصلیشبکه

گستردگی دامنه کاربران، سرعت انتشار محتوا، فراملی بودن ساختار . انداقتصادی و فرهنگی بدل شده

تنها بستری برای تبادل ها و تأثیرگذاری مستقیم بر افکار عمومی موجب شده است که اين فضا نهپلتفرم

های جهانی ی روانی و ابزار اثرگذاری قدرتهاآزاد اطلاعات باشد، بلکه به میدان رقابت ژئوپلیتیک، جنگ

گذاری دقیق در اين حوزه بیش از هر زمان در چنین شرايطی، ضرورت ساماندهی و قانون. نیز تبديل شود

های اجتماعی تنها به معنای محدودسازی يا کنترل مستقیم ساماندهی شبکه. شودديگری احساس می

آن ايجاد چارچوبی حقوقی است که در عین صیانت از حقوق های ارتباطی نیست، بلکه هدف اصلی جريان

های فردی، سازمانی و حتی استفادههای مشروع شهروندان، امکان مقابله با تهديدات ناشی از سوءو آزادی

 .المللی را فراهم سازدبین

اد های اجتماعی فضايی هستند که در آن آزادی بیان و حق دسترسی آزاز منظر حقوق عمومی، شبکه

ها در تقابل با مسائل با اين حال، اين آزادی. شوندعنوان اصول بنیادين دموکراسی مطرح میبه اطلاعات به

. برانگیز شوندتوانند چالشامنیتی، حفظ حريم خصوصی، مقابله با اخبار جعلی و حمايت از منافع ملی می

ن و ديگر کشورها، برقراری تعادل میان گذاران در ايراترين مسائل پیش روی سیاستدر واقع، يکی از مهم

های حقوقی روشن و شفاف در اين کشورهايی که فاقد سیاست. های فردی و الزامات امنیتی استآزادی

سو فشار افکار عمومی و جامعه مدنی برای از يک: شوندهای دوگانه مواجه میحوزه هستند، غالباً با بحران

های اطلاعاتی، جاسوسی سايبری و يدهای امنیتی ناشی از جنگحفظ آزادی بیان، و از سوی ديگر تهد

 .ایتروريسم رسانه

های گری حقوقی شبکهها به دنبال تنظیمشود که اغلب دولتالمللی نیز مشاهده میدر سطح بین

 قانون خدمات ديجیتالاتحاديه اروپا با تصويب مقرراتی نظیر . اجتماعی بر اساس منافع ملی خود هستند

(DSA)  قانون بازارهای ديجیتال و (DMA) سعی کرده است رويکردی جامع و حمايتگر از کاربران اتخاذ کند .

گذاری محدودکننده در زمینه مقابله با اخبار ايالات متحده نیز با وجود تأکید بر آزادی بیان، به سمت قانون

در شرق آسیا، کشورهايی . ده استای حرکت کرهای دادهجعلی، تبلیغات انتخاباتی سايبری و سوءاستفاده

های کاربران در سازی و الزام به ذخیره دادهجنوبی و ژاپن نیز با استفاده از قوانین بومیمانند چین، کره

 .اندهای اجتماعی ارائه کردهداخل کشور، مدل خاص خود را از ساماندهی شبکه

 :توجه به سه سطح اصلی است های اجتماعی نیازمندبرای ايران نیز، ساماندهی حقوقی شبکه
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 زمان هم از حقوق کاربران و آزادی بیان حمايت کند تدوين قوانین جامع که به طور هم :سطح داخلی

 .يافته را فراهم آوردهای سازمانو هم زمینه مقابله با جرائم سايبری، اخبار جعلی و سوءاستفاده

 ای در زمینه مقابله با تهديدات های منطقهنهمکاری با کشورهای همسايه و سازما :ایسطح منطقه

 .يافته مجرمانههای سازمانگرايی آنلاين و شبکهمشترک همچون قاچاق ديجیتال، افراط

 ويژه در حوزه المللی، بهسازی قوانین ملی با اسناد و استانداردهای بینهماهنگ :المللیسطح بین

 .حريم خصوصی، مالکیت فکری و حقوق ديجیتال

های اجتماعی بايد با رويکردی جامع و های حقوقی و قانونی برای ساماندهی شبکهابراين، سیاستبن

همگام با تحولات باشد و هم  پاسخگوی نیازهای جامعه ايرانیچندبعدی طراحی شوند؛ رويکردی که هم 

نفعان شارکت ذیها تنها زمانی موفق خواهند بود که مبتنی بر شفافیت، عدالت، ماين سیاست. المللیبین

 .های نوين نظارت هوشمند باشندگیری از فناوری)کاربران، بخش خصوصی و نهادهای دولتی( و بهره

 تدوین قوانین حمایتگرانه از کاربران و حریم خصوصی. ۷-2-1

های اجتماعی نه تنها بستر ارتباطات فردی و جمعی هستند، بلکه به يکی از در جهان امروز، شبکه

ها که شامل اطلاعات شخصی، علايق، اين داده. اندمنابع داده و اطلاعات کاربران تبديل شدهترين اصلی

رفتارهای آنلاين و حتی تعاملات اجتماعی افراد است، ارزش اقتصادی و امنیتی بالايی دارند و به همین 

ر چنین شرايطی، د. اندها و حتی مجرمان سايبری قرار گرفتههای فناوری، دولتدلیل مورد توجه شرکت

تواند پیامدهای سنگینی در ابعاد ها مینبود قوانین روشن برای حمايت از کاربران و حريم خصوصی آن

 .اجتماعی، اقتصادی، فرهنگی و سیاسی به همراه داشته باشد

های شخصی حق کنترل فرد بر دادهحفاظت از حريم خصوصی در بستر ديجیتال به معنای تضمین 

گردد، شود، چگونه ذخیره میآوری میان ديگر، کاربران بايد بدانند چه اطلاعاتی از آنان جمعبه بی. است خود

در غیاب چنین شفافیتی، . گیردچه کسانی به آن دسترسی دارند و با چه اهدافی مورد استفاده قرار می

قت اطلاعات بانکی ها، نفوذ به حريم خصوصی، جعل هويت، سرهای گسترده از دادهزمینه برای سوءاستفاده

 .(Solove, 2021: 77) شودو حتی مهندسی اجتماعی فراهم می

 ضرورت تدوين قوانین حمايتگرانه. 1

 :کندچند عامل اصلی ضرورت تدوين قوانین جامع و حمايتگرانه را در اين حوزه توجیه می

 اجتماعی افزايش  هایبا گسترش فضای ديجیتال، حملات سايبری به شبکه :افزايش تهديدات سايبری

 .گیرندهای کاربران صورت میبسیاری از حملات با هدف دسترسی غیرمجاز به داده. يافته است

 کاربران ايرانی مانند ساير نقاط جهان بخش قابل توجهی از زندگی شخصی  :وابستگی روزافزون کاربران

تواند اثرات حريم خصوصی می بنابراين هرگونه آسیب به. گذرانندو کاری خود را در فضای مجازی می

 .مستقیمی بر کیفیت زندگی و امنیت فردی داشته باشد

 اعلامیه جهانی  12ماده المللی همچون بر اساس اسناد بین :جايگاه حقوق بشری حريم خصوصی

احترام به حريم خصوصی حق بنیادين بشر ، المللی حقوق مدنی و سیاسیمیثاق بین 17ماده  و حقوق بشر

 .ها موظف به حمايت قانونی از آن هستندشود و دولتمیمحسوب 
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 های ها و تعاملاتشان در شبکهاگر شهروندان احساس کنند که داده :ضرورت اعتمادسازی در جامعه

ها به اين فضا کاهش يافته و موجب مهاجرت ديجیتال گیرد، اعتماد آناجتماعی مورد سوءاستفاده قرار می

 .شودکت اجتماعی میگیری از مشاريا کناره

 الگوهای جهانی در حمايت از حريم خصوصی. 2

 :توان به الگوهای موفق جهانی توجه کردبرای تدوين قوانین کارآمد در ايران، می

 اتحاديه اروپا(GDPR): هامقررات عمومی حفاظت از داده (General Data Protection Regulation)  که از

ها را شرکتکه  های کاربران استن نظام حقوقی در زمینه حفاظت از دادهتريشود، جامعاجرا می 2۰18

آوری کنند و حق فراموش شدن، های آنان را جمعسازد تنها با رضايت آگاهانه کاربران دادهموظف می

 .(Voigt & Von dem Bussche, 2017: 35) ها برای افراد به رسمیت شناخته شوددسترسی و اصلاح داده

 هرچند اين کشور قانون جامع فدرال مشابه :متحده ايالات GDPR  قانون حفظ ندارد، اما قوانینی مانند

 (HIPAA) قانون قابلیت حمل و پاسخگويی بیمه سلامتو  (COPPA) حريم خصوصی کودکان آنلاين

 .های موضوعی از حريم خصوصی هستندهايی از حمايتنمونه

 را تصويب کرد که ترکیبی از « فاظت از اطلاعات شخصیقانون ح» 2۰21اين کشور در سال  :چین

 .های ملی استرويکرد سختگیرانه نظارتی و حمايت از داده

 چارچوب پیشنهادی برای ايران. ۳

با توجه به شرايط ايران، چارچوبی چندلايه برای تدوين قوانین حمايتگرانه از کاربران و حريم خصوصی 

 :تواند شامل موارد زير باشدمی

 :تعیین حقوق بنیادين کاربران -

 هاآوری دادهحق اطلاع از جمع. 

 هاحق رضايت آگاهانه پیش از استفاده از داده. 

 های شخصیحق دسترسی، اصلاح و حذف داده. 

 هاحق اعتراض به پردازش غیرمجاز داده.  

 :هاها و پلتفرمالزامات شرکت -

 هااز داده ها در حفاظتتعیین مسئولیت قانونی شرکت. 

 های حريم خصوصیسازی سیاستالزام به شفاف. 

 های سنگین برای نقض حريم خصوصی يا افشای غیرمجاز اطلاعاتجريمه. 

 :ايجاد نهادهای نظارتی مستقل -

  در اتحاديه اروپا« هاکمیسیون حفاظت از داده»تشکیل سازمانی مشابه. 

های ها، رسیدگی به شکايات کاربران و اعمال مجازاتفرموظايف اين نهاد شامل نظارت بر عملکرد پلت

 .قانونی خواهد بود

 :سازوکارهای قضايی و کیفری -

 انگاری نقض حريم خصوصی در فضای مجازیجرم. 
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 ایهای تخصصی در زمینه جرائم سايبری و دادهايجاد دادگاه. 

 :سازیآموزش و فرهنگ -

 روندان برای آگاهی از حقوق خودای و ديجیتال شهارتقای سواد رسانه. 

 های مدنی در ترويج فرهنگ حفاظت از حريم خصوصیها و سازمانهمکاری دانشگاه. 

 روهای پیشچالش -

 :هايی نیز وجود داردبا وجود اهمیت تدوين قوانین حمايتگرانه، چالش

 هاسازی دادهدر برابر شفاف های فناوریمقاومت شرکت. 

 های فردییت ملی و آزادیتعارض میان امن. 

 سازی استانداردهای جهانیبرای پیاده کمبود متخصصان حقوقی و فنی. 

 هابه نهادهای دولتی در حوزه حفاظت از داده فقدان اعتماد عمومی. 

 بندیجمع

تواند تدوين قوانین حمايتگرانه از کاربران و حريم خصوصی در ايران ضرورتی انکارناپذير است که می

های اجتماعی و استفاده بهینه از ن صیانت از حقوق شهروندان، زمینه اعتماد عمومی به شبکهضم

المللی، ولی متناسب با شرايط اين قوانین بايد همسو با استانداردهای بین. ها را فراهم آوردهای آنظرفیت

تظار داشت که ساماندهی توان انتنها در چنین شرايطی می. اجتماعی، فرهنگی و سیاسی ايران طراحی شوند

 چارچوبی حمايتی و اعتمادسازمثابه های مشروع، بلکه بهعنوان محدوديتی بر آزادیهای اجتماعی نه بهشبکه

 .تلقی گردد

 های اطلاعاتیمقابله با اخبار جعلی و جنگ. ۷-2-2

یتی، اجتماعی ترين تهديدهای امنهای اطلاعاتی به يکی از مهمدر عصر ديجیتال، اخبار جعلی و جنگ

ها های اجتماعی و سرعت انتقال دادهگسترش شبکه. ها تبديل شده استها و ملتو سیاسی برای دولت

سابقه منتشر شوند و کننده با سرعتی بیموجب شده است که شايعات، اطلاعات نادرست و محتوای گمراه

  Fake News المللی تحت عنوانبین اين پديده که در ادبیات. ای بر افکار عمومی بگذارنداثرات گسترده
ها و نهادهای دولتی را تضعیف شود، نه تنها اعتماد عمومی به رسانهشناخته می  Information Warfareو

الملل تأثیرات مستقیم و تواند بر فرآيندهای سیاسی، امنیت ملی و حتی روابط بینکند، بلکه میمی

 .(Wardle & Derakhshan, 2017: 9) بینی داشته باشدپیشغیرقابل

المللی، اخبار جعلی ای و بینهای منطقهدر ايران نیز، با توجه به موقعیت ژئوپلیتیک حساس و چالش

ترين ابزارهای جنگ نرم علیه امنیت ملی و همبستگی اجتماعی و عملیات روانی دشمنان به يکی از مهم

مند سیاستگذاری دقیق، تدوين قوانین جامع، توسعه از اين رو، مقابله با اين تهديد نیاز. تبديل شده است

 .ای جامعه استهای فناورانه و ارتقای سواد رسانهزيرساخت

 ماهیت اخبار جعلی و جنگ اطلاعاتی. 1

 شود که با هدف تأثیرگذاری بر افکار ای گفته میکنندهبه اطلاعات نادرست يا گمراه اخبار جعلی

اين اخبار معمولاً با عناوين جذاب، تصاوير . شودتصادی تولید و منتشر میعمومی يا کسب منافع سیاسی و اق
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 :Lazer et al., 2018) های احساسی همراه هستند تا قابلیت انتشار بیشتری پیدا کنندشده و روايتتحريف

1094). 

 ها، اطلاعات و يافته از دادهاما فراتر از انتشار اخبار جعلی است و به استفاده سازمان جنگ اطلاعاتی

های سیاسی و امنیتی گیریهای خاص و تأثیرگذاری بر تصمیمها برای تضعیف دشمن، القای روايترسانه

های امنیتی و يا بازيگران غیردولتی قدرتمند ها، سازماناين نوع جنگ معمولاً از سوی دولت. اشاره دارد

 .شوداجرا می

 ابعاد تهديد در ايران. 2

گیری و مشروعیت نهادهای سیاسی تواند انتخابات، روندهای تصمیماخبار جعلی می انتشار :سیاسی. 1

 .تأثیر قرار دهدرا تحت

توانند جامعه را نسبت به دشمنان خارجی با استفاده از عملیات روانی و اطلاعات جعلی می :امنیتی. 2

 .اعتماد سازندنهادهای امنیتی بی

ل فرهنگی، اقتصادی و بهداشتی )مانند شايعات مربوط به واکسن اخبار جعلی درباره مسائ :اجتماعی. ۳

 تواند موجب آشفتگی اجتماعی شودکرونا( می

ثبات شايعات اقتصادی مانند نوسانات ساختگی قیمت ارز و طلا، بازارهای مالی را بی :اقتصادی. 4

 .سازدمی

 الگوهای جهانی مقابله با اخبار جعلی. ۳

 :توان از تجربه کشورهای ديگر بهره گرفتثر در ايران میهای مؤبرای طراحی سیاست

 را تصويب کرد  "برنامه اقدام برای مقابله با اخبار جعلی" 2۰18کمیسیون اروپا در سال  :اتحاديه اروپا

 .نگاری مستقل تأکید داردها، شناسايی منابع جعلی و حمايت از روزنامهکه بر شفافیت رسانه

 قانون :آلمان NetzDG کند محتوای غیرقانونی و اخبار جعلی را ظرف های فناوری را موظف میشرکت

 .ساعت از زمان گزارش حذف کنند 24

 ای تصويب کرد که در ايام انتخابات امکان حذف فوری اخبار جعلی قانون ويژه 2۰19در سال  :فرانسه

 .سازدرا فراهم می

 های های فناوری، اقداماتی مانند رديابی رباتو شرکتبا تمرکز بر همکاری میان دولت : ايالات متحده

 .های خارجی انجام داده استاينترنتی و مقابله با کمپین

 چارچوب پیشنهادی برای ايران

های توان چارچوبی چندوجهی برای مقابله با اخبار جعلی و جنگهای خاص ايران، میبا توجه به ويژگی

 :اطلاعاتی ارائه داد

 ن و مقررات جامعتدوين قوانی. 1

 انگاری انتشار عامدانه اخبار جعلی در موضوعات حساس سیاسی، امنیتی و اقتصادیجرم. 

 های داخلی و خارجی به حذف محتوای جعلی در بازه زمانی مشخصالزام پلتفرم. 

 تعريف سازوکارهای جبران خسارت برای قربانیان اخبار جعلی. 

 های هوش مصنوعیتوسعه فناوری. 2
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 از طريق تحلیل زبانی، بررسی منابع و  شناسايی اخبار جعلیهای هوشمند برای طراحی سامانه

 .تشخیص الگوهای انتشار

 پردازش زبان طبیعیهای استفاده از الگوريتم (NLP) کنندهبرای کشف محتوای گمراه. 

 واقعیهای کاربری غیرهای انتشاردهنده اخبار جعلی و شناسايی حسابرديابی شبکه. 

 ایارتقای سواد رسانه. ۳

 های عملیات روانیآموزش شهروندان برای تشخیص اخبار جعلی، منابع معتبر و آگاهی از روش. 

 ای در نظام آموزشی رسمی کشورگنجاندن آموزش سواد رسانه. 

 نگاران مستقل برای مقابله با اخبار جعلیای و روزنامههای حرفهحمايت از رسانه. 

 المللیهای بینکاریهم. 4

 المللی برای مقابله با جرائم سايبریمشارکت فعال ايران در نهادهای بین. 

 های کشف اخبار جعلیتبادل دانش و تجربیات با کشورهای ديگر در زمینه فناوری. 

 های جعلی علیه ايرانگیری از ظرفیت ديپلماسی عمومی برای مقابله با روايتبهره. 

 ملاحظاتها و چالش -

 های مشروع مقابله با اخبار جعلی نبايد به ابزاری برای محدود کردن آزادی :تعارض با آزادی بیان

 .کاربران تبديل شود

 اعتمادی نسبت به نهادهای تواند منجر به بیها مینبود شفافیت در سیاستگذاری :ضعف اعتماد عمومی

 .نظارتی شود

 هايی مانند تويیتر و ای از اخبار جعلی از طريق پلتفرمخش عمدهب :های خارجیوابستگی به پلتفرم

 .شود که خارج از کنترل مستقیم ايران هستنداينستاگرام منتشر می

 کندای جلوتر حرکت میتولید و انتشار اخبار جعلی همواره از ابزارهای مقابله :پويايی اخبار جعلی. 

 بندیجمع

است که  چندسطحی و ترکیبیاطلاعاتی در ايران نیازمند رويکردی های مقابله با اخبار جعلی و جنگ

المللی های بینای جامعه و همکاریهای بومی، ارتقای سواد رسانهشامل تدوين قوانین جامع، توسعه فناوری

های اجتماعی از ابزار تهديد به بستر توان انتظار داشت که فضای شبکهتنها در اين صورت می. شودمی

 .ای ارتقای ديپلماسی ديجیتال و انسجام اجتماعی تبديل گرددفرصت بر

 المللیهماهنگی قوانین ملی با استانداردهای بین. ۷-2-3

تعارض يا ناهماهنگی قوانین ملی با های اجتماعی، های بنیادين در ساماندهی شبکهيکی از چالش

دارند،  فراملیهای اجتماعی ماهیتی کهاز آنجا که اينترنت و شب. است المللیاستانداردها و تعهدات بین

تواند به طور کامل بدون توجه به هنجارها، قواعد و گذاری نمیهای يک کشور در زمینه مقرراتسیاست

ها هنگام تدوين مقررات در حوزه فضای مجازی، با بسیاری از دولت. المللی طراحی و اجرا شودتوافقات بین

را حفظ کرد  های داخلیها و شبکهحاکمیت ملی بر دادهتوان هم می رو هستند که چگونهاين پرسش روبه

 ,Kettemann) در زمینه حقوق بشر، آزادی بیان و تجارت الکترونیک هماهنگ بود المللیبا الزامات بینو هم 
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2020: 53). 

رد؛ زيرا ای داالمللی اهمیت ويژهسازی قوانین ملی با استانداردهای بیندر مورد ايران نیز، هماهنگ

کشور علاوه بر ضرورت صیانت از منافع ملی و امنیت داخلی، بايد از انزوای حقوقی و سیاسی در سطح 

ای برای اعمال فشارهای تواند بهانهدر غیر اين صورت، عدم هماهنگی می. الملل نیز جلوگیری کندبین

 .رانه و ديپلماتیک ايجاد کندهای فناوسیاسی و اقتصادی علیه ايران باشد يا مانعی در مسیر همکاری

 المللیالزامات و استانداردهای بین

 حقوق بشر و آزادی بیان .1

کند که از ها را ملزم میدولت (ICCPR) المللی حقوق مدنی و سیاسیمیثاق بینالمللی مانند اسناد بین

 .آزادی بیان، دسترسی آزاد به اطلاعات و حريم خصوصی حمايت کنند

 دی بیان تنها در صورتی مجاز است که قانونی، ضروری و متناسب با تهديد واقعی باشدمحدوديت بر آزا

(UN, 2012: 6). 

 ها و حريم خصوصیحفاظت از داده. 2

، يک الگوی جهانی 2۰18در سال  (GDPR) هامقررات عمومی حفاظت از دادهاتحاديه اروپا با تصويب 

 .های کاربران ايجاد کردبرای صیانت از داده

 شورهايی که قصد تعامل فناورانه و اقتصادی با اتحاديه اروپا دارند، بايد قوانین داخلی خود را با اصولک

GDPR  هماهنگ کنند. 

 مبارزه با جرايم سايبری. ۳

آور در زمینه مقابله با جرايم المللی الزامعنوان نخستین سند بینبه(، 2۰۰1) کنوانسیون بوداپست

 .ها در مبارزه با تهديدات سايبری را مشخص کرده استمیان دولتسايبری، چارچوب همکاری 

پیوندند، بايد قوانین ملی خود را همسو با کشورهايی که به اين کنوانسیون يا توافقات مشابه می

 .استانداردهای آن تنظیم کنند

 های ديجیتالمسئولیت پلتفرم. 4

اند که برای مقابله با محتوای مجرمانه و شدهها ملزم های مالک پلتفرمدر بسیاری از کشورها، شرکت

 .آلمان( NetzDG مانند قانون) ها همکاری کننداخبار جعلی با دولت

المللی تأکید دارند که اين همکاری نبايد منجر به نقض آزادی بیان يا نظارت افراطی استانداردهای بین

 .شود

 وضعیت ايران

 تمرکز دارد و کمتر با  صیانت و امنیت داخلیبر  قوانین ايران در حوزه فضای مجازی بیشتر

 .استانداردهای جهانی سازگار است

 المللی )مانند کنوانسیون بوداپست( موجب شده ايران در زمینه عدم پیوستن به برخی معاهدات بین

 .رو شودهايی روبهالمللی در حوزه جرايم سايبری با محدوديتهای بینهمکاری

 های اجتماعی( ممکن است با های محدودکننده دسترسی به شبکهی )مانند طرحبرخی مقررات داخل

 .المللی را فراهم آوردتعهدات ايران در حوزه حقوق بشر تداخل داشته باشد و زمینه فشار بین

 چارچوب پیشنهادی برای هماهنگی
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 بازنگری قوانین داخلی. 1

 ی اجتماعی با الهام از استانداردهای جهانیهابازنويسی مقررات مربوط به جرايم سايبری و شبکه 

 .و کنوانسیون بوداپست(  GDPR مانند)

  بر آزادی بیان "های غیرضروریمحدوديت"و  "جرائم سايبری واقعی"تعريف مرز روشن میان. 

 المللیديپلماسی حقوقی و مشارکت بین. 2

 ی جلوگیری از انزواالمللی مرتبط با فضای سايبری براعضويت فعال در نهادهای بین. 

 با مشارکت کشورهای همسايه در حوزه امنیت  "اینظم حقوقی منطقه"دهی به تلاش برای شکل

 .سايبری و مديريت داده

 گر مستقلايجاد نهادهای تنظیم. ۳

 که بتواند در هماهنگی با استانداردهای  فراوزارتی و مستقلگر ملی با ماهیت تشکیل يک نهاد تنظیم

 .عمل کندجهانی 

 ها، بخش خصوصی(نفعان )جامعه مدنی، دانشگاهگیری و مشارکت ذیافزايش شفافیت در تصمیم. 

 حفظ تعادل میان حاکمیت ملی و الزامات جهانی. 4

 های حیاتیها و زيرساختتأکید بر حق ايران در حفظ کنترل بر داده. 

های های فناورانه و جلوگیری از تحريمکاریالمللی برای تضمین همحال، پايبندی به اصول بیندر عین

 .حقوقی

 ها و موانعچالش

 يافتن تعادل میان اين دو ارزش دشوار است :های مدنیتعارض میان امنیت ملی و آزادی. 

 برخی نهادهای داخلی پیوستن به توافقات جهانی را تهديدی برای  :المللاعتمادی به نظام بینبی

 .داننداستقلال کشور می

 قوانین داخلی پراکنده و بعضاً متناقض هستند :نبود شفافیت حقوقی. 

 حتی در صورت هماهنگی نسبی، احتمال دارد برخی کشورها به دلیل  :فشارهای سیاسی خارجی

 .هايی علیه ايران اعمال کننداختلافات سیاسی همچنان محدوديت

های اجتماعی ضرورتی المللی در زمینه شبکهینهماهنگی قوانین ملی ايران با استانداردهای ببنابراين 

رو خواهد بدون اين هماهنگی، ايران نه تنها با فشارهای سیاسی و حقوقی بیشتری روبه. ناپذير استاجتناب

های جهانی برای توسعه فناوری و ديپلماسی ديجیتال نیز محدود برداری از ظرفیتشد، بلکه امکان بهره

حاکمیت ملی و استقلال پوشی از د توجه داشت که اين هماهنگی به معنای چشمدر عین حال، باي. شودمی

نیست، بلکه نیازمند يک رويکرد هوشمندانه و متوازن است که هم امنیت داخلی را حفظ کند و  ديجیتال

 .پذير سازدهم تعامل سازنده با جامعه جهانی را امکان

 ایجاد سازوکارهای نظارتی هوشمند. ۷-2-4

ويژه در عصر های اجتماعی و ديپلماسی ديجیتال، بهازوکارهای نظارتی هوشمند در حوزه شبکهايجاد س

سابقۀ تولید محتوا، انتشار سريع اطلاعات، و گسترش بی. هوش مصنوعی، ضرورتی انکارناپذير است
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نظارتی  هایتهديدهای ناشی از اخبار جعلی، تروريسم سايبری، و حملات اطلاعاتی سبب شده است که نظام

گیری از ابزارهای هوش مصنوعی برای طراحی در اين شرايط، بهره. سنتی کارايی خود را از دست بدهند

ها امکان دهد که تواند علاوه بر حفظ حريم خصوصی کاربران، به دولتيک نظام نظارتی هوشمند، می

 .(Mansell, 2020: 61) صورت پیشگیرانه و واکنشی، تهديدها را مديريت کنندبه

پذيری و بینیشفافیت، پاسخگويی، پیش: اين سازوکارها بايد بر پايه چند اصل کلیدی استوار باشند

شود هايشان چگونه پردازش و تحلیل میشفافیت به اين معناست که کاربران بايد بدانند داده. پذيریانطباق

های حاکمیتی و بخش خصوصی در پذيری نهادپاسخگويی، بیانگر مسئولیت. و چه نهادی بر آن نظارت دارد

پذيری نیز به توانايی سیستم در شناسايی و مقابله با تهديدها بینیپیش. ها استقبال خطاها يا سوءاستفاده

پذيری يعنی سازگاری سازوکارهای نظارتی با تغییرات محیط ديجیتال و پیش از وقوع اشاره دارد؛ و انطباق

 .(Floridi, 2021: 44) های نوينفناوری

های پردازش الگوريتم. است پايش محتوا، سازوکارهای نظارتی هوشمندترين کارکردهای يکی از مهم

پراکن، تروريستی يا مروج آمیز، نفرتتوانند در شناسايی محتوای خشونتزبان طبیعی و يادگیری ماشین می

ها، و حتی تصاوير و ويدئوها، کلیدواژهها با تحلیل الگوهای زبانی، اين الگوريتم. آفرين باشنداخبار جعلی نقش

چنین . (Zuboff, 2019: 132) بندی کنندترين زمان محتوای مشکوک را شناسايی و طبقهقادرند در کوتاه

شود و از سوی ديگر، با المللی میهای تهديدزا در سطح ملی و بینسو مانع گسترش پیامرويکردی از يک

 .کندبه کاهش خطای انسانی کمک می های سنتیدقت بالاتری نسبت به روش

المللی تواند با استفاده از اين سازوکارها، اعتبار خود را در سطح بیننیز می ديپلماسی ديجیتال ايران

با استفاده از هوش مصنوعی، « مرکز هوشمند پايش ديپلماسی ديجیتال»به عنوان مثال، ايجاد . افزايش دهد

فتار کاربران خارجی، روندهای محتوايی و حتی افکار عمومی جهانی نسبت آورد که راين امکان را فراهم می

تواند ابزار مهمی برای سیاستگذاران باشد چنین سیستمی می. های ايران در لحظه تحلیل شودبه سیاست

 .(West, 2018: 97) های سريع، علمی و مبتنی بر داده داشته باشندتا واکنش

، نگرانی اخلاقیاز منظر . رو استهای اخلاقی و فنی روبهها با چالشبا اين حال، طراحی اين سازوکار

های کاربران بدون ضابطه اگر داده. گرددازحد برمیاصلی به حريم خصوصی کاربران و خطر نظارت بیش

بنابراين، . يابدآوری و پردازش شوند، اعتماد عمومی نسبت به حکومت و نهادهای نظارتی کاهش میجمع

سوگیری »، مشکل اصلی به فنیاز منظر . های فردی توازن برقرار شودامنیت ملی و آزادیبايد بین 

های يادگیری ماشین در صورتی که بر مبنای الگوريتم. گرددها برمیو امکان سوءتفسیر داده« هاالگوريتم

يدزا تشخیص دهند يا اشتباه محتواهای سالم را تهدتوانند بههای ناقص يا سوگیرانه آموزش ببینند، میداده

 .(Crawford, 2021: 55) بالعکس

در . است ماشینی-های مشترک انسانیهیئتها، ايجاد از راهکارهای پیشنهادی برای کاهش اين چالش

کنند، اما تصمیم نهايی درباره حذف گذاری میها محتواهای مشکوک را شناسايی و پرچماين مدل، الگوريتم

شود هم سرعت و دقت اين ترکیب موجب می. شودهای انسانی گرفته میتیميا محدودسازی محتوا توسط 

 .(Helbing, 2019) ها گرددسیستم حفظ شود و هم نظارت انسانی مانع از سوگیری مطلق الگوريتم

تنها ابزاری برای کنترل فضای مجازی هستند، بلکه اگر در نهايت، سازوکارهای نظارتی هوشمند نه
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نیز  سازنده ديپلماسی ديجیتالو  اعتماد عمومیتوانند به ابزاری برای تقويت ند، میدرستی طراحی شوبه

های اجتماعی و سیاسی، ايجاد چنین سیستمی بايد با مشارکت در ايران، با توجه به حساسیت. تبديل شوند

یت آن ها، نهادهای دولتی، بخش خصوصی و جامعه مدنی انجام گیرد تا هم کارايی و هم مشروعدانشگاه

 .تضمین شود

ها در توسعه ابزارهای دانشگاه - بخش خصوصی - های همکاری دولتمدل. ۷-3

 دیجیتال
توسعه ابزارهای ديجیتال در عصر هوش مصنوعی و انقلاب صنعتی چهارم نیازمند همکاری چندبخشی 

 به – هاانشگاهد و خصوصی بخش دولت، –يک از بازيگران اصلی اين عرصه هیچ. هاستافزايی ظرفیتو هم

 سازیفراهم و گریتنظیم ها،سیاست تدوين مسئول هادولت. نیستند ديجیتال تحول تحقق به قادر تنهايی

 اصلی منبع هادانشگاه و شود؛می محسوب کارآفرينی و نوآوری موتور خصوصی بخش هستند؛ هازيرساخت

های همکاری در چنین فضايی، مدل. آيندتحقیق و تربیت نیروی انسانی متخصص به شمار می دانش، تولید

تواند بستری پايدار برای توسعه ابزارهای ديجیتال فراهم کند و از پراکندگی، میان اين سه رکن کلیدی می

 .(Etzkowitz & Leydesdorff, 2000: 112) کاری و هدررفت منابع جلوگیری نمايدموازی

شوند که بر تعامل سازنده و تعريف می (Triple Helix) گانهمدل سهها معمولاً در قالب اين همکاری

ها تنها نقش آموزشی ندارند، بر اساس اين مدل، دانشگاه. افزايانه دولت، دانشگاه و صنعت تأکید داردهم

گر گر نیستند، بلکه نقش تسهیلها تنها تنظیمشوند؛ دولتبلکه به مراکز نوآوری و توسعه فناوری تبديل می

کننده دانش نیست، بلکه فعالانه کنند؛ و بخش خصوصی تنها مصرفخطرپذير را نیز ايفا می گذارو سرمايه

 :Ranga & Etzkowitz, 2013) در تولید دانش و تبديل آن به محصولات و خدمات ديجیتال مشارکت دارد

238). 
به طراحی تواند منجر جانبه می، همکاری سهديپلماسی ديجیتال و ابزارهای هوش مصنوعیدر حوزه 

ای و ايجاد بنیان، تربیت متخصصان چندرشتههای دانشهای تحلیلی، تقويت توان رقابتی شرکتپلتفرم

شود، بلکه مشروعیت تنها موجب پیشرفت فناوری میچنین الگويی نه. عملیاتی شود-های علمیشبکه

های داخلی، نش بومی و ظرفیتدهد؛ زيرا با اتکا به داالمللی اقدامات را نیز افزايش میاجتماعی و بین

 .پاسخگوی نیازهای ملی خواهد بود

 گیریهای مشترک برای تحلیل داده و تصمیمطراحی پلتفرم. ۷-3-1

های مشترک ها، ايجاد پلتفرمترين نتايج همکاری میان دولت، بخش خصوصی و دانشگاهيکی از مهم

اکسیژن »يا حتی « نفت جديد»عنوان ه بهدر عصر حاضر، داد. گیری هوشمند استتحلیل داده و تصمیم

وکار، و ها برای توسعه کسبگذاری مؤثر، شرکتها برای سیاستدولت. شودشناخته می« اقتصاد ديجیتال

های ساختاريافته و غیرساختاريافته دسترسی ها برای پژوهش و نوآوری به حجم عظیمی از دادهدانشگاه

ها، موجب يکپارچه و مشترک برای گردآوری، پردازش و تحلیل دادهبا اين حال، نبود يک چارچوب . دارند

 .(Mayer-Schönberger & Cukier, 2013: 74) شودپراکندگی منابع و کاهش کارايی تصمیمات می

 :ايفا کنند سه نقش کلیدیتوانند محور میهای دادهپلتفرم
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 صوصی و مراکز پژوهشی؛های خاز نهادهای مختلف دولتی، شرکت هاسازی دادهيکپارچه. 1

های های عصبی و مدلهای يادگیری ماشین، شبکهبا استفاده از الگوريتم هاتحلیل پیشرفته داده. 2

 بینی؛پیش

های سیاست داخلی، ديپلماسی ديجیتال، در زمینه گیریهای کاربردی برای تصمیمارائه خروجی. ۳

 .امنیت ملی و توسعه اقتصادی

ها را دگرگون گذاریاند سیاستهايی توانستهدهند که چنین پلتفرمنشان می های موفق جهانینمونه

بستری مشترک برای   European Open Science Cloud (EOSC)اندازیبرای مثال، اتحاديه اروپا با راه. کنند

ی کلان هاها و صنايع به دادههای علمی و پژوهشی ايجاد کرده است که دسترسی محققان، دولتتبادل داده

های تحلیل داده در حوزه همچنین، در آمريکا پلتفرم. (European Commission, 2020: 52) کندرا تسهیل می

 اندبرای پیشگیری از حملات سايبری به کار گرفته شده  Einstein 3 Accelerated (E3A)امنیت سايبری مانند

(DHS, 2018: 33). 
 ايران ها در ديپلماسی ديجیتالنقش اين پلتفرم

محور که همزمان در ايران، با توجه به شرايط ژئوپلیتیکی و فشارهای خارجی، نیاز به يک پلتفرم داده

 :تواندچنین پلتفرمی می. را ايفا کند، بسیار محسوس است المللیتحلیل اطلاعات داخلی و بیننقش 

 ،روندهای افکار عمومی در داخل و خارج کشور را رصد کند 

 گ شناختی و عملیات روانی علیه ايران را شناسايی نمايد،الگوهای جن 

 های همکاری علمی و فناورانه با کشورهای منطقه را مشخص سازد،فرصت 

 (182: 14۰1صبوری، گیری سريع و دقیق در شرايط بحران را فراهم کند )ابزار تصمیم. 

 ها و ملاحظاتچالش

 :هايی همراه استا چالشها باندازی اين پلتفرمبا وجود مزايا، راه

 هاحفاظت از حريم خصوصی شهروندان و جلوگیری از سوءاستفاده از داده :چالش حقوقی و اخلاقی. 

 های بومیهای قدرتمند پردازش داده و الگوريتمنیاز به زيرساخت :چالش فناورانه. 

 کاری که اغلب با موازی ها و مراکز پژوهشیهای دولتی، شرکتهماهنگی میان دستگاه :چالش نهادی

 .(Najafian, 2021: 96) رو هستندو رقابت روبه

 بندیجمع

تنها ابزاری فناورانه بلکه يک ويژه در حوزه ديپلماسی ديجیتال، نهمحور، بههای مشترک دادهطراحی پلتفرم

دستانه یت پیشتوانند ايران را از وضعیت واکنشی به وضعها میاين پلتفرم. شودراهبرد ملی محسوب می

شفافیت، امنیت، و همکاری شرط موفقیت اين رويکرد، . المللی ارتقا دهندگذاری و تعاملات بیندر سیاست

 .است هاجانبه میان دولت، بخش خصوصی و دانشگاهسه

 بنیانهای دانشها و شرکتحمایت از استارتاپ. ۷-3-2

های توسعه اقتصادی و ترين محرکيکی از مهمبنیان در دهه اخیر به های دانشها و شرکتاستارتاپ

های های نوآورانه، مدلگیری از ايدهوکارهای نوپا، با بهرهاين کسب. اندفناورانه در جهان تبديل شده

داده، های نوظهور همچون هوش مصنوعی، اينترنت اشیاء، بلاکچین و کلانوکار ديجیتال و فناوریکسب
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 & Audretsch) ورها بخشی از بار نوآوری و تحول ديجیتال را بر دوش بکشنداند در بسیاری از کشتوانسته

Link, 2019: 41) . ها نقش کلیدی دارند؛ زيرا با توسعه ابزارهای نیز استارتاپ ديپلماسی ديجیتالدر زمینه

المللی ها را در عرصه تعاملات بینتوانند توان دولتهای تحلیلی و خدمات ديجیتال، میهوشمند، پلتفرم

 .ارتقا دهند

ها و مؤسسات قانون حمايت از شرکتهای حمايتی در قالب در ايران نیز طی يک دهه اخیر، سیاست

بستر رشد نسبی  های علم و فناوریپارک و توسعه صندوق نوآوری و شکوفايی ايجاد(، 1۳89) بنیاندانش

های متعددی های ايرانی هنوز با چالشستارتاپبا اين حال، ا. (122: 1۳98ستاری، اين بخش را فراهم کرده است )

گذاری خطرپذير، مشکلات حقوقی و مانند محدوديت دسترسی به بازارهای جهانی، کمبود سرمايه

 .رو هستندالمللی روبههای بینتحريم

 ها در توسعه ديپلماسی ديجیتال ايراننقش استارتاپ

توجهی برای ديپلماسی ديجیتال ايران افزوده قابل توانند در چندين حوزه اصلی، ارزشها میاستارتاپ

 :ايجاد کنند

 نوآوری در ابزارهای تحلیل داده و افکار عمومی -

 های اجتماعی و تحلیل احساسات های مبتنی بر هوش مصنوعی برای رصد شبکهتوسعه پلتفرم

 کاربران؛

 ترتر و دقیقری سريعگیارائه داشبوردهای هوشمند برای نهادهای ديپلماتیک جهت تصمیم 

(Kurniawan et al., 2021: 55). 

 افزايش قدرت نرم ايران -

 های فرهنگی که تصوير ايران را در ای و اپلیکیشنهای رايانهتولید محتوای ديجیتال جذاب، بازی

 .خارج ارتقا دهد

 ایهای اجتماعی بومی با قابلیت رقابت و حضور منطقهايجاد شبکه. 

 یتال در شرايط بحرانخدمات ديج -

 های حوزه فناوری سلامتاستارتاپ (HealthTech) گیری های بشردوستانه مانند همهتوانند در بحرانمی

 .کرونا، نقش مکمل در ديپلماسی سلامت ايفا کنند

 تکهای فیناستارتاپ (FinTech) توانند با راهکارهای پرداخت ديجیتال، تبادلات مالی با کشورهای می

 .(World Bank, 2020: 68) مکار را تسهیل کننده

 های ايرانی در مسیر ديپلماسی ديجیتالهای استارتاپچالش -

 :رو هستندها در ايران با مشکلات ساختاری روبههای گسترده، استارتاپبا وجود ظرفیت

 المللی املات بیننبود قوانین شفاف در زمینه مالکیت فکری، حقوق داده و تع :چالش حقوقی و مقرراتی

 .شودگذاران میباعث تضعیف اعتماد سرمايه

 گذاری خطرپذيرضعف نظام سرمايه :گذاریچالش مالی و سرمايه (VC)  و عدم دسترسی به بازارهای

 .(91: 14۰۰صفوی، ها است )المللی مانع رشد استارتاپبین
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 های پیشرفته، منابع مالی ه فناوریهای ناشی از تحريم، مانع دسترسی بمحدوديت :هاچالش تحريم

 .شودو بازارهای جهانی می

 های ابری همچنان محسوس نیاز به اينترنت پرسرعت، مراکز داده قدرتمند و پلتفرم :چالش زيرساختی

 .است

 ها در ديپلماسی ديجیتالهای پیشنهادی برای حمايت از استارتاپسیاست -

 :توان اقدامات زير را پیشنهاد دادها، میثر از استارتاپگیری مؤها و بهرهبرای رفع اين چالش

 های برای حمايت مالی از استارتاپ گذاری مشترک دولت و بخش خصوصیهای سرمايهايجاد صندوق

 .حوزه هوش مصنوعی و تحلیل داده

 داردهای ها از طريق تدوين قوانین مالکیت فکری و حقوق داده مطابق استاناز استارتاپ حمايت حقوقی

 .المللیبین

 هابرای انتقال دانش و فناوری به استارتاپ های دانشگاهیتوسعه همکاری. 

 های مشابه در کشورهای های ايرانی و شرکتمیان استارتاپ المللی همکاریهای بینايجاد شبکه

 .همسايه و جهان اسلام

 های فناوری ها، پارکمیان دانشگاههای آموزشی مشترک از طريق دوره توانمندسازی نیروی انسانی

 .و نهادهای ديپلماتیک

بديلی در آينده ديپلماسی ديجیتال توانند نقش بیبنیان میهای دانشها و شرکتاستارتاپبنابراين 

پذيری بالا و توانايی ايجاد محصولات و خدمات جديد، ها با نوآوری فناورانه، انعطافآن. ايران ايفا کنند

های ديجیتال، و تعامل هوشمندانه در سطح افزايش قدرت نرم ايران، مديريت بحرانمند برای ابزاری قدرت

سازی بستر حقوقی، مالی و فناورانه و ايجاد پیوند عمیق شرط موفقیت اين بخش، فراهم. هستند المللیبین

 .ها استمیان دولت، بخش خصوصی و دانشگاه

 انسانی توسعه آموزش و توانمندسازی نیروی. ۷-3-3

های ترين زيرساختحتی پیشرفته. نیروی انسانی، ستون فقرات هر نظام فناورانه و ديجیتال است

ديپلماسی در حوزه . فناورانه بدون وجود نیروی انسانی متخصص و توانمند، عملاً بلااستفاده خواهد بود

دانش سیاسی، حقوقی، یازمند اهمیت منابع انسانی چند برابر است؛ زيرا علاوه بر دانش فنی، ن ،ديجیتال

رو، آموزش و توانمندسازی نیروی ازاين. (Hocking & Melissen, 2015: 64) نیز هستیم المللیفرهنگی و بین

ها در ديپلماسی گیری از آنعنوان يکی از راهبردهای کلیدی برای توسعه ابزارهای ديجیتال و بهرهانسانی به

 .شودشناخته می

الملل وجود توجهی در حوزه فناوری اطلاعات، علوم داده و روابط بینای انسانی قابلهدر ايران، ظرفیت

های عملی و کمبود تعامل میان ای، ضعف در مهارترشتههای آموزشی میانبا اين حال، نبود برنامه. دارد

رضايی، د )گذاری باعث شده است که بخش بزرگی از اين ظرفیت بالفعل نشوها و نهادهای سیاستدانشگاه

تواند به تربیت نسلی از متخصصان بینجامد که می نقشه راه جامع آموزشیبنابراين، طراحی يک . (7۳: 14۰۰

 .های آينده ارتقا دهندقادرند ديپلماسی ديجیتال ايران را تا سال

 ابعاد توانمندسازی نیروی انسانی در ديپلماسی ديجیتال -
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 ایرشتهآموزش میان. 1

 زمان به مباحث های اصلی در حوزه ديپلماسی ديجیتال، فقدان متخصصانی است که هميکی از چالش

 .الملل مسلط باشندفناوری و روابط بین

 کاوی، يادگیری الملل، دادهالملل، حقوق بینهای آموزشی بايد تلفیقی از علوم سیاسی، روابط بیندوره

 .(Bjola & Holmes, 2015: 89) های اجتماعی باشدماشین و تحلیل شبکه

 محورتوانمندسازی عملی و مهارت. 2

 هاهای تخصصی در حوزه تحلیل داده، امنیت سايبری، و هوش مصنوعی برای ديپلماتايجاد کارگاه. 

 های شاغل در وزارت امور خارجه برای استفاده از ابزارهای رصد افکار عمومی، تحلیل آموزش ديپلمات

 .یتالهای ديجاحساسات و پلتفرم

 ايجاد مراکز تخصصی آموزشی. ۳

  های ها و پارکبا همکاری وزارت امور خارجه، دانشگاه« آکادمی ديپلماسی ديجیتال ايران»تشکیل

 .علم و فناوری

 المللی مانندهای بینتوسعه همکاری با سازمان UNESCO يا ITU برای انتقال دانش و تجربیات جهانی. 

 حوزه امنیت ديجیتال تربیت نیروی انسانی در. 4

  متخصصان امنیت سايبری بايد آموزش ببینند تا توان مقابله با تهديدات ديجیتال علیه ديپلماسی

 .ايران را داشته باشند

 هاالمللی معتبر برای ارتقای سطح مهارتهای مشترک با مراکز بیناستفاده از دوره (Kello, 2017). 

 روی انسانی در ايرانهای آموزش و توانمندسازی نیچالش

 :رو استهای بالقوه، ايران در اين حوزه با مشکلاتی روبهبا وجود ظرفیت

 هنوز ساختار مشخصی برای تربیت متخصصان ديپلماسی  :ريزی منسجم آموزشیفقدان برنامه

 .ديجیتال وجود ندارد

 های ه کاربردی در پروژهالتحصیلان دانشگاهی فاقد تجرببسیاری از فارغ :های عملیضعف در مهارت

 .واقعی هستند

 ها مانع دسترسی پژوهشگران و دانشجويان ايرانی به برخی تحريم :المللیمحدوديت در تعاملات بین

 .(Soltani, 2021: 47) شودهای علمی جهانی میمنابع آموزشی و همکاری

 ود و پراکنده هستندهای آموزشی اغلب محدبودجه :گذاری در آموزش ديجیتالکمبود سرمايه. 

 راهبردهای پیشنهادی برای توانمندسازی نیروی انسانی

در حوزه هوش مصنوعی و  هاهای آموزشی مشترک میان وزارت امور خارجه و دانشگاهطراحی دوره. 1

 .ديپلماسی ديجیتال

 .جیتالمند به حوزه ديپلماسی ديبرای دانشجويان و پژوهشگران علاقه های تخصصیايجاد بورسیه. 2

 .های ايران و کشورهای همسايهبرای همکاری میان دانشگاه ایهای علمی منطقهتوسعه شبکه. ۳

 .ها و کارمندان دولتیويژه برای ديپلماتبه های مجازیگذاری در آموزش آنلاين و پلتفرمسرمايه. 4
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ل و کارشناسان حقوقی الملشامل مهندسان داده، متخصصان روابط بین ایرشتههای میانتشکیل تیم. ۵

 .برای طراحی ابزارهای هوشمند

شرط اساسی برای موفقیت ايران در عرصه ديپلماسی توانمندسازی نیروی انسانی، پیشبنابراين 

الملل آشنا باشند، های نوين و قواعد روابط بینزمان با فناوریبا تربیت متخصصانی که هم. ديجیتال است

های ای، همکاریرشتهآموزش میان. ا در فضای رقابتی جهانی تثبیت کندتواند جايگاه خود رايران می

هايی هستند که بايد های عملی، از جمله گامگذاری در مهارتدانشگاهی، توسعه مراکز تخصصی و سرمايه

 .در اين مسیر برداشته شوند

 ها و نهادهای دولتیسازی و تبادل دانش میان دانشگاهشبکه. ۷-3-4

سازی و تبادل دانش میان شبکههای کلیدی موفقیت در توسعه ديپلماسی ديجیتال، فهيکی از مؤل

عنوان مراکز تولید علم و پژوهش، دانش تخصصی و ها بهدانشگاه. است ها و نهادهای دولتیدانشگاه

و الزامات  های واقعینهادهای دولتی به منابع عملیاتی، داده کهحالیکنند؛ در های نوين را فراهم میفناوری

اکوسیستم هوشمند و کارآمد گیری ترکیب اين دو حوزه موجب شکل. گذاری دسترسی دارندسیاست

 .(Bjola & Holmes, 2015: 142) شودمی ديپلماسی ديجیتال

ها، تعامل میان اين ها و پژوهشگاهتوجه دانشگاههای علمی بالا و تعداد قابلدر ايران، با وجود ظرفیت

های مشترک و ضعف در هماهنگی فقدان سازوکارهای رسمی، نبود پلتفرم. ها محدود استتخانهمراکز و وزار

سازی شبکه. (88: 14۰1صورت بهینه رخ ندهد )رضايی، اهداف باعث شده است که انتقال دانش و فناوری به

و ابزارهای ديجیتال برداری از هوش مصنوعی افزايی علمی و عملی ايجاد کند و امکان بهرهتواند هممؤثر می

 .گیری سیاسی و ديپلماسی عمومی را فراهم سازددر تصمیم

 سازی و تبادل دانشابعاد شبکه -

 های مشترک علمی و عملیايجاد پلتفرم. 1

 های تحقیقاتیهای آماری و پروژهها، تحلیلهای ديجیتال مشترک برای اشتراک دادهتوسعه سامانه. 

 های واقعی دولتی برای تحلیل روندهای اجتماعی، اقتصادی و به داده امکان دسترسی پژوهشگران

 .(Hocking & Melissen, 2015: 76) سیاسی

 های تخصصی مشترکها و نشستکارگاه -

 های دولتیها، مراکز تحقیقاتی و سازمانای بین دانشگاهرشتههای میانبرگزاری کارگاه. 

 ی، تحلیل داده و رصد افکار عمومی برای کارکنان دولتی های هوش مصنوعآموزش کاربردی تکنیک

 .و دانشجويان

 المللیای و بینسازی منطقهشبکه -

 ای با کشورهای همسايه برای تبادل دانش و تجربیات موفقهای علمی منطقهايجاد شبکه. 

 المللی مانندهمکاری با مراکز بین UNESCO،ITU  توسعه استانداردهای های معتبر دنیا برای و دانشگاه

 .نوين ديپلماسی ديجیتال

 گذاریتقويت انتقال دانش و نوآوری به سیاست -

 ها و ابزارهای ديجیتالهای دانشگاهی در طراحی سیاستاستفاده از پژوهش. 
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  های علمی در برداری از يافتهها برای بهرهدر وزارتخانه« ای علمیواحدهای مشاوره»ايجاد

 .های روزمره و بحرانهاگیریتصمیم

 سازی و تبادل دانشها در شبکهچالش -

 هاها و سازماننبود نهادهای واسط يا قراردادهای همکاری رسمی میان دانشگاه :فقدان ساختار رسمی. 

 شودهای مشترک میهای مالی مانع توسعه پروژهمحدوديت :محدوديت منابع و بودجه. 

 نهادهای  کهحالیها بر پژوهش و انتشار علمی تمرکز دارند، در انشگاهد :هاتفاوت اهداف و اولويت

 .دولتی به عملکرد و سیاستگذاری فوری نیازمندند

 های بین سازمانی باعث کاهش تمايل به همکاری های اداری و رقابتسنت :کمبود فرهنگ همکاری

 .(Soltani, 2021: 52) شودمی

 سازی و تبادل دانششبکهراهبردهای پیشنهادی برای تقويت  -

 ها با قراردادهای همکاری مشخص و ها و دانشگاهمیان وزارتخانه طراحی سازوکار رسمی همکاری

 .شدهاهداف تعريف

 های علمیها و تحلیلبرای اشتراک داده های ديجیتال مشترکاندازی پلتفرمراه. 

 گذاری و ديپلماسیواقعی سیاست با تمرکز بر نیازهای های پژوهشی کاربردیتشويق فعالیت. 

 ها و مراکز دولتیمیان دانشگاه های تبادل دانشجو و پژوهشگرها و برنامهايجاد بورس. 

 ها و تجربیات موفق برای معرفی فناوری المللیای و بینرشتههای بینها و کنفرانسبرگزاری نشست

 .جهانی

 بندیجمع

ل بین علم و سیاست است و بدون آن، توسعه ديپلماسی ديجیتال سازی و تبادل دانش، حلقه اتصاشبکه

گیری از های تخصصی، بهرهها و نشستهای مشترک، تقويت کارگاهايجاد پلتفرم. ايران ناقص خواهد بود

گیری تواند موجب شکلالمللی و تسهیل انتقال دانش دانشگاهی به سیاستگذاری، میتجربیات بین

 .تمند ديپلماسی ديجیتال در ايران شوداکوسیستم هوشمند و قدر

 هاپیشنهاد برای ارتقای امنیت سایبری و حفاظت داده. ۷-4

ها به يکی از محورهای در عصر ديپلماسی ديجیتال و هوش مصنوعی، امنیت سايبری و حفاظت داده

اهبردی در ها نه تنها نقش راطلاعات و داده. المللی تبديل شده استگذاری ملی و بیناساسی سیاست

المللی نیز به ابزار قدرت نرم و عنصر نفوذ تبديل های داخلی دارند، بلکه در تعاملات بینگیریتصمیم

ها، کاهش اعتماد تواند موجب آسیب به عملکرد دولتبنابراين، هرگونه ضعف در امنیت سايبری می. شوندمی

 .(Bada et al., 2019: 22) عمومی، و تهديد برای ديپلماسی هوشمند شود

های ديجیتال و استفاده از هوش مصنوعی در های اجتماعی، زيرساختايران، با توجه به توسعه شبکه

اين راهبردها . است راهبردهای جامع برای ارتقای امنیت سايبریها، نیازمند سیاستگذاری و مديريت بحران

سازی فاع سايبری هوشمند، پیادههای دها، توسعه سامانهپذيریبايد شامل شناسايی تهديدات و آسیب

در اين  .سازی امنیت ديجیتال باشدها، و آموزش و فرهنگها و زيرساختاستانداردهای حفاظت از داده
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راستا، بايد توجه داشت که امنیت سايبری تنها مسئله فنی نیست؛ بلکه شامل ابعاد حقوقی، اخلاقی و 

المللی توسعه ای ملی و هماهنگی با استانداردهای بینهشود و بايد در چارچوب سیاستاجتماعی نیز می

 .(Hossain et al., 2020: 45) يابد

 ها )بازنویسی و توسعه یافته(پذیریشناسایی تهدیدات سایبری و آسیب. ۷-4-1

ترين گام در ايجاد يک سامانه ها، نخستین و اساسیپذيریشناسايی تهديدات سايبری و تحلیل آسیب

ها و اطلاعات نه تنها منابع در عصر ديجیتال و ديپلماسی هوشمند، داده. و مقاوم است امنیتی هوشمند

المللی هستند، بلکه هدف اصلی حملات سايبری های بینهای دولتی و سیاستگذاریگیریحیاتی تصمیم

ابسته به بنابراين، موفقیت هر سامانه امنیت سايبری و. شونددشمنان و بازيگران غیردولتی نیز محسوب می

 .(Bada et al., 2019) بینی آن در شناسايی تهديدات و نقاط ضعف استدقت، جامعیت و قابلیت پیش

 تهديدات داخلی و خارجی. 1

تهديدات داخلی شامل دسترسی . توانند منشأ داخلی يا خارجی داشته باشندتهديدات سايبری می

ها و سوءاستفاده از اطلاعات حساس توسط سیغیرمجاز کارکنان، خطاهای انسانی، ضعف در مديريت دستر

در مقابل، تهديدات خارجی شامل حملات هدفمند توسط هکرها، عملیات سايبری . کاربران داخلی است

در بسیاری از . های حیاتی استهای خارجی، نفوذ از طريق بدافزارها و حملات پیچیده به زيرساختدولت

های دولتی يا کاهش اعتبار سیاسی عات محرمانه، اخلال در شبکهموارد، اين حملات با هدف استخراج اطلا

 .گیرندو اقتصادی کشورها صورت می

 هاهای سیستمپذيریآسیب. 2

. ها وجود داشته باشندافزاری يا انسانی سیستمافزاری، سختهای نرمتوانند در بخشها میپذيریآسیب

ضعف . های امنیتی و عدم بروزرسانی به موقع استگنويسی، باهای برنامهافزاری شامل نقصضعف نرم

بخش انسانی نیز . ها باشدسازی زيرساختتواند ناشی از تجهیزات قديمی يا عدم ايمنافزاری نیز میسخت

. های امنیتی و اشتباهات ناشی از عدم آگاهی کارکنان استتوجهی به پروتکلشامل عدم آموزش کافی، بی

برداری تواند از آن بهرهکند که هر تهديد سايبری میپذير ايجاد میطی آسیبترکیب اين سه عامل، محی

 .(Stallings, 2019: 71) کند

 مديريت ريسک سايبری. ۳

بندی تهديدات، و همچنین تخصیص منابع مديريت ريسک سايبری شامل شناسايی، ارزيابی و اولويت

دهد تا تمرکز خود را بر ها امکان میند به سازماناين فرآي. های بحرانی استپذيریبرای مقابله با آسیب

 .های حیاتی قرار دهند و منابع محدود را به شکل بهینه به کار گیرندپذيریتهديدات جدی و آسیب

 های يادگیری ماشیننقش هوش مصنوعی و الگوريتم. 4

بینی حملات شهای يادگیری ماشین نقش مهمی در شناسايی تهديدات و پیو الگوريتم هوش مصنوعی

های شبکه و رفتار کاربران، الگوهای غیرعادی ها قادرند با تحلیل حجم عظیمی از دادهاين الگوريتم. دارند

توانند با يادگیری از حملات می AI های مبتنی برعلاوه بر اين، سیستم. و تهديدهای بالقوه را شناسايی کنند

 هاسامانه اين. ن واکنش به حملات را به حداقل برسانندبینی کرده و زماگذشته، تهديدات آينده را پیش

 حملات و اطلاعات شود که ديپلماسی ديجیتال ايران بتواند در برابر نفوذهای سايبری، دستکاریباعث می
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 .(Hossain et al., 2020: 48) داشته باشد موثر و سريع واکنش دشمنان، هماهنگ

 محوراهمیت تحلیل چندلايه و داده. ۵

های اين بدين معناست که هم داده. محور باشدسیستم شناسايی تهديدات موثر بايد چندلايه و دادهيک 

ها به صورت های فعالیت کاربران و هم اطلاعات مربوط به تجهیزات و زيرساختشبکه و ترافیک، هم لاگ

امکان  گیری عمیقهای يادبینی هوشمند و الگوريتمهای پیشگیری از مدلبهره. يکپارچه تحلیل شوند

 نمايدکند و از حملات پیشرفته روزافزون جلوگیری میتشخیص تهديدات ناشناخته و پیچیده را فراهم می

(Zhang et al., 2021: 105). 

 بندیجمع

ها، پايه و اساس امنیت ديجیتال و ديپلماسی هوشمند پذيریشناسايی تهديدات سايبری و تحلیل آسیب

افزاری و انسانی، افزاری، سختيدات داخلی و خارجی، تحلیل نقاط ضعف نرمشناسايی دقیق تهد. است

ای از اقدامات لازم برای کاهش خطرات و های هوشمند، مجموعهگیری از الگوريتممديريت ريسک و بهره

بدون شناسايی صحیح و جامع تهديدات، ساير مراحل امنیت سايبری، . دهدها را شکل میافزايش امنیت داده

برداری دشمنان از نقاط ضعف موجود امل پیشگیری، دفاع و واکنش، ناقص خواهند بود و امکان بهرهش

 .يابدافزايش می

 های دفاع سایبری هوشمندسازی سامانهپیاده. ۷-4-2

ترين مراحل در ارتقای امنیت ديجیتال و های دفاع سايبری هوشمند يکی از مهمسازی سامانهپیاده

ها نه تنها قادر به شناسايی و پیشگیری از اين سامانه. های حیاتی کشور استا و زيرساختهحفاظت از داده

تهديدات سايبری هستند، بلکه توانمندی مقابله سريع و واکنش خودکار در برابر حملات پیچیده را نیز 

وش مصنوعی، های پیشرفته ههای نوين، الگوريتمای مستلزم ترکیب فناوریموفقیت چنین سامانه. دارند

 .(Stallings, 2019: 102) های مديريتی منسجم استهای چندلايه و چارچوبداده

 های دفاع سايبری هوشمندمعماری سامانه. 1

 :يک سامانه دفاع سايبری هوشمند شامل چند لايه اصلی است

 حلیل ها و تهای سیستمآوری لاگشامل مانیتورينگ شبکه، جمع :آوری دادهلايه حسگر و جمع

 .هاهای فعالیت کاربران و دستگاهداده

 ها، های يادگیری ماشین و هوش مصنوعی در اين لايه با تحلیل دادهالگوريتم :لايه تحلیل و پردازش

 .کنندرفتارهای غیرعادی و حملات بالقوه را شناسايی می

 ند مسدودسازی دسترسی، تواند به صورت خودکار اقدامات دفاعی مانسامانه می :لايه واکنش خودکار

 .پذير را انجام دهدهای آسیبمحدود کردن فعالیت مشکوک يا ايزوله کردن بخش

 ها و نظارت انسانی های امنیتی، هماهنگی میان زيرساختمديريت سیاست :لايه مديريت و هماهنگی

 .(Hossain et al., 2020: 52) برای تضمین عملکرد درست سامانه ضروری است

 هوش مصنوعی در دفاع سايبرینقش . 2

 های يادگیری و يادگیری الگوريتم. های دفاعی داردهوش مصنوعی نقش محوری در تقويت سامانه

 :قادرند (Reinforcement Learning) تقويتی
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 الگوهای پیچیده حملات و تهديدات ناشناخته را شناسايی کنند. 

 های شبکه انجام دهنددادهبینی حملات آينده بر اساس رفتار گذشته و پیش. 

 های دفاعی خودکار با سرعت و دقت بالا ارائه دهندواکنش (Zhang et al., 2021: 108). 

 ها و هماهنگی انسانیخودکارسازی واکنش. ۳

های دفاعی هوشمند نبايد تنها به خودکارسازی محدود شود؛ بلکه ترکیب هوش سازی سامانهپیاده

ای، تحلیل انسانی برای در حملات پیچیده و چندمرحله. ضروری است مصنوعی با نظارت انسانی

شود که اين هماهنگی باعث می. های هوشمند الزامی استهای حساس و اصلاح الگوريتمگیریتصمیم

 .سامانه علاوه بر سرعت بالا، دقت و قابلیت اعتماد بالايی نیز داشته باشد

 د در ديپلماسی ديجیتالهای دفاع سايبری هوشمنکاربرد سامانه. 4

ها امکان حفاظت از اطلاعات حساس سیاسی، اقتصادی و در زمینه ديپلماسی ديجیتال، اين سامانه

تواند از دستکاری اطلاعات، نفوذ سايبری ها، ايران میبه کمک اين سامانه. کنندامنیتی کشور را فراهم می

يش اعتماد عمومی، توانمندی پاسخگويی سريع دشمنان و انتشار اخبار جعلی جلوگیری کند و ضمن افزا

 .(Bada et al., 2019: 30) المللی را داشته باشدبه تهديدات بین

 هاها و محدوديتچالش. ۵

 :هايی همراه استهای دفاع سايبری هوشمند با چالشسازی سامانهپیاده

 گیری کننددار تصمیما جهتهای ناقص يها ممکن است بر اساس دادهالگوريتم :هاسوگیری الگوريتم. 

 ساز استهای سامانه مشکلهای مختلف و لايههماهنگی میان شبکه :هاپیچیدگی زيرساخت. 

 های پیشرفته نیازمند منابع مالی و انسانی بالا استايجاد و نگهداری سامانه :هزينه و نگهداری. 

 بندیجمع

های ها و زيرساختکلیدی در حفاظت از داده های دفاع سايبری هوشمند، گامیسازی سامانهپیاده

محوری، واکنش خودکار ترکیب هوش مصنوعی، داده. حیاتی و تضمین موفقیت ديپلماسی ديجیتال است

کند که توانايی مقابله با تهديدات پیچیده داخلی و خارجی و نظارت انسانی، چارچوبی امن و پويا ايجاد می

گذاری در ها در سیاست و اقتصاد، سرمايهتهديدات سايبری و اهمیت دادهبا توجه به رشد سريع . را داراست

 .هايی نه تنها ضرورتی فنی، بلکه يک الزام راهبردی ملی استچنین سامانه

 های حیاتیها و زیرساختاستانداردهای حفاظت از داده. ۷-4-3

کننده يبری است که تضمینهای حیاتی يکی از محورهای اصلی امنیت ساها و زيرساختحفاظت از داده

. شودثبات سیاسی، اقتصادی و اجتماعی کشور در عصر ديجیتال و ديپلماسی هوشمند محسوب می

که برای کاهش ريسک،  ستهاها و دستورالعملها، پروتکلای از چارچوباستانداردهای حفاظت، مجموعه

 .(ISO/IEC, 2018)شوندوين میپیشگیری از نفوذ و ايجاد قابلیت پاسخ سريع به حملات سايبری تد

 اهمیت استانداردها در ديپلماسی ديجیتال. 1

المللی و بخش های بیناستانداردهای امنیتی، امکان تبادل ايمن اطلاعات میان نهادهای دولتی، سازمان

ها در معرض حملات هدفمند، بدون وجود استانداردهای مشخص، سامانه. کنندخصوصی را فراهم می

رعايت استانداردها نه تنها موجب افزايش اعتماد . گیرندداده و سرقت اطلاعات حساس قرار میدستکاری 
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 المللی استهای بینشود، بلکه ابزار موثری برای ديپلماسی ديجیتال و همکاریعمومی و امنیت ملی می

(NIST, 2020: 22). 

 المللیاستانداردهای بین. 2

 :ها عبارتند ازها و زيرساختالمللی در زمینه حفاظت از دادهترين استانداردهای بینبرخی از مهم

 ISO/IEC 27001 :ها، فرآيندها و ها، شامل سیاستچارچوب مديريت امنیت اطلاعات برای سازمان

 .اقدامات حفاظتی

 NIST Cybersecurity Framework : استاندارد آمريکايی برای شناسايی، حفاظت، کشف، پاسخ و بازيابی

 .برابر تهديدات سايبری در

 GDPR :ها های اتحاديه اروپا که به حفظ حريم خصوصی کاربران و امنیت دادهمقررات حفاظت از داده

 .(ISO/IEC, 2018: 40; NIST, 2020: 25) تأکید دارد

 سازیاستانداردهای ملی و بومی. ۳

استانداردهای . استانداردها استسازی ايران نیز با توجه به شرايط خاص خود نیازمند توسعه و بومی

 :ملی بايد بر موارد زير تمرکز کنند

 های حساس سیاسی، اقتصادی و امنیتیحفاظت از داده. 

 های برق، آب، مخابرات و حمل و نقلهای حیاتی مانند شبکهتضمین امنیت زيرساخت. 

 ای المللی برای همکاری منطقههای داخلی و تطبیق با استانداردهای بینهماهنگی با قوانین و سیاست

 .(Rahimi et al., 2021: 88) و جهانی
 

 هاسازی استانداردها در سازمانپیاده. 4

 :ها و نهادها، مراحل زير ضروری استبرای عملیاتی کردن استانداردها در سازمان

 های حیاتی و نقاط ضعفشناسايی بخش :پذيریارزيابی ريسک و آسیب. 

 هاهای رمزنگاری، دسترسی و کنترل دادهتعريف سیاست :ای حفاظتیهتدوين سیاست. 

 هاهای تشخیص نفوذ و رمزگذاری دادهها، سامانهاستفاده از فايروال :ها و ابزارهاسازی فناوریپیاده. 

 هاافزايش آگاهی کارکنان و کاربران در زمینه امنیت داده :سازیآموزش و فرهنگ (Alharkan & Aslam, 

2020: 114). 

 المللینقش استانداردها در هماهنگی بین. ۵

های کشورهايی که چارچوب. المللی هستنداستانداردها ابزار موثری برای هماهنگی با شرکای بین

المللی اطلاعات حساس را با اطمینان به های بینتوانند در مذاکرات و همکاریامنیتی مطمئن دارند، می

رعايت استانداردهای جهانی، ايران را در موضع . اسی ديجیتال مؤثرتری داشته باشنداشتراک بگذارند و ديپلم

 .(Bada et al., 2019) دهدای و جهانی قرار میهای منطقهها و ائتلافقدرت برای مشارکت در پروژه

 بندیجمع

سازی صحیح هها ستون فقرات امنیت سايبری هستند و پیادها و زيرساختاستانداردهای حفاظت از داده

المللی ترکیب استانداردهای بین. ساز توسعه ديپلماسی ديجیتال و حفاظت از منافع ملی استها، زمینهآن
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های دفاع سايبری هوشمند، امکان حفاظت جامع و های هوش مصنوعی و سیستمو ملی، همراه با فناوری

در مواجهه با تهديدات داخلی و خارجی را  کند و توان کشورها را فراهم میها و زيرساختپیشرفته از داده

 .دهدبه شدت افزايش می

 سازی امنیت دیجیتالآموزش و فرهنگ. ۷-4-4

سازی در میان کاربران، يکی از ارکان حیاتی امنیت سايبری و ديپلماسی ديجیتال، آموزش و فرهنگ

مانی مؤثر خواهند بود که کاربران های پیشرفته تنها زها و زيرساختفناوری. کارکنان نهادها و مديران است

های امنیتی را داشته و مديران توانايی شناسايی تهديدات، واکنش به حملات سايبری و رعايت پروتکل

ها پذيریسازی، باعث کاهش خطاهای انسانی، افزايش حساسیت نسبت به آسیبآموزش و فرهنگ. باشند

 .(Alhogail, 2015: 210) شودیهای ديجیتال مو ارتقای اعتماد عمومی به سامانه

 سازیاهمیت آموزش و فرهنگ. 1

بسیاری از نفوذها و حملات موفق، . در عصر ديجیتال، تهديدات سايبری نه تنها فنی بلکه انسانی هستند

ها و حتی آموزش مداوم به کارکنان دولتی، مديران سازمان. توجهی کاربران استناشی از ناآگاهی يا بی

 شودجب تقويت سطح امنیت ملی و کاهش اثرات مخرب عملیات روانی و جنگ اطلاعاتی میشهروندان، مو

(Ifinedo, 2012: 45). 
 هاسطوح آموزش در سازمان. 2

 :آموزش امنیت ديجیتال بايد در سطوح مختلف ارائه شود

 ها و مها و شناسايی پیاها، رمزگذاری دادهافزايش آگاهی درباره امنیت حساب :کاربران عمومی

 .های مشکوکلینک

 آموزش تخصصی در زمینه تشخیص تهديدات پیشرفته، تحلیل رخدادهای امنیتی  :کارکنان تخصصی

 .های سايبریو مديريت بحران

 گیری مبتنی المللی و تصمیمهای امنیتی، استانداردهای بینآموزش استراتژی :مديران و سیاستگذاران

 .(Siponen et al., 2014: 60) های هوش مصنوعیبر داده

 های آموزشابزارها و روش. ۳

 :ها و ابزارهای متنوعی قابل استفاده هستندبرای تحقق آموزش مؤثر، روش

 سازی حملات سايبریهای عملی و شبیهارائه آموزش :های حضوری و آنلاينها و دورهکارگاه. 

 ای تمرينی برای شناخت نقاط ضعف و هايجاد محیط :های امنیتیهای تعاملی و بازیسازیشبیه

 .گیری سريعتصمیم

 روزآموزش خودکار و مستمر با محتوای به :های آموزشیهای آموزشی ديجیتال و فیلمبسته (Alhogail, 

2015: 215). 

 سازی سازمانی و اجتماعیفرهنگ. 4

ها و جامعه نهادينه مانسازی امنیت ديجیتال فراتر از آموزش فردی است و بايد در ساختار سازفرهنگ

 :اين فرآيند شامل. شود

 ها و رفتارهای مجاز در استفاده از ها، پروتکلتدوين دستورالعمل :های امنیتی سازمانیايجاد سیاست

 .هاها و سامانهداده
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 ها را به هر کاربر و مدير بايد مسئولیت رعايت امنیت داده :پذيری فردی و گروهیتقويت مسئولیت

 .بگیرد عهده

 ايجاد محیطی که کارکنان بدون ترس از تنبیه، تهديدها  :دهی رخدادهای مشکوکتشويق به گزارش

 .(Ifinedo, 2012: 48) را گزارش دهند

 سازی در ديپلماسی ديجیتالنقش آموزش و فرهنگ. ۵

آموزش . تندها و اطلاعات حساس، ابزار اصلی قدرت نرم و تأثیرگذاری هسدر ديپلماسی ديجیتال، داده

 :شود که کاربران و نهادها بتوانندسازی موجب میو فرهنگ

 ،اطلاعات را به صورت ايمن مبادله کنند 

 بینی و مقابله کنند،تهديدات سايبری خارجی و داخلی را پیش 

 های ديجیتال افزايش يابد، المللی به سامانهاعتماد عمومی و بین 

 برداری شودگذاری بهرهگیری سیاستل و تصمیماز ابزارهای هوشمند برای تحلی (Siponen et al., 

2014: 65). 
 بندیجمع

سازی امنیت ديجیتال، پايه و ستون هر سامانه حفاظت سايبری موفق و ديپلماسی آموزش و فرهنگ

سازی های سازمانی و فرهنگترکیب آموزش تخصصی، ابزارهای تعاملی، سیاست. ديجیتال پايدار است

ها و تضمین پذيریاعی موجب افزايش توانمندی کاربران و نهادها در مواجهه با تهديدات، کاهش آسیباجتم

های هوشمند و استانداردهای راستا با فناوریسازی، همآموزش و فرهنگ. شودالمللی میامنیت ملی و بین

 .هد شدحفاظتی، موجب ايجاد ديپلماسی ديجیتال قدرتمند و مبتنی بر هوش مصنوعی خوا

شناسايی تهديدات، . ها، ستون اصلی ديپلماسی ديجیتال استارتقای امنیت سايبری و حفاظت داده

المللی، و آموزش کاربران، تمامی های دفاع هوشمند، تدوين استانداردهای ملی و بینسازی سامانهپیاده

های دهد تا از ظرفیتامکان میتمرکز بر اين موارد به ايران . های يک زنجیره امنیتی کارآمد هستندحلقه

 .های سايبری جلوگیری نمايدبرداری کند و از آسیبهوش مصنوعی و ديپلماسی ديجیتال بهره

 سازی دیپلماسی دیجیتال در ایراننقشه راه سیاستی برای پیاده. ۷-5

نی بر شده و مبتبندیسازی ديپلماسی ديجیتال در سطح ملی نیازمند نقشه راهی عملی، زمانپیاده

نقشه راه سیاستی . کاری نهادی و هدررفت منابع جلوگیری شودهاست تا از پراکندگی اقدامات، موازیاولويت

مدت و بلندمدت را تعريف کند، نقش و مسئولیت نهادها را مدت، میانهای کوتاهای از پروژهبايد مجموعه

سازوکارهای هماهنگی با بازيگران های پايش و ارزيابی عملکرد را مشخص کند و روشن نمايد، شاخص

ای )از جمله ها و تدوين تمهیدات مقابلهبینی چالشافزون بر آن، پیش. المللی را تبیین نمايدای و بینمنطقه

، يک نقشه راه موفق بايد مبتنی بر شواهد. هاستسناريونويسی بحران( از ضروريات تضمین پايداری برنامه

 ا در مواجهه با تحولات فناورانه و سیاسی سريع قادر به بازنگری و اصلاح باشدباشد ت پذيرو تطبیق مشارکتی

(Allameh et al., 2022, p. 88; Bjola & Holmes, 2015, p. 47). 

 هابندی پروژهمراحل اجرایی و اولویت. ۷-5-1

ل اجرايی سازی ديپلماسی ديجیتال در ايران، بدون تعريف مراحطراحی نقشه راه سیاستی برای پیاده
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در اين بخش، با . ها، عملاً با خطر پراکندگی و اتلاف منابع مواجه خواهد شدبندی دقیق پروژهو اولويت

سازی ديپلماسی ديجیتال در کشور تشريح تأکید بر الزامات ساختاری، نهادی و فناورانه، مراحل اجرايی پیاده

مرحله آمادگی و ارزيابی، مرحله طراحی و توان در چهار گام کلان شامل اين فرآيند را می. شودمی

 .بندی کرددسته سازی، و مرحله پايش و بازنگریبندی، مرحله اجرا و يکپارچهاولويت

  ( Assessment & Readiness) مرحله آمادگی و ارزيابی. 1

. های موجود کشور در حوزه ديپلماسی ديجیتال استنخستین گام در تدوين نقشه راه، ارزيابی ظرفیت

 :شوداين مرحله شامل سه فعالیت اساسی می

 بررسی سطح دسترسی به اينترنت پرسرعت، میزان  :های ديجیتالشناسايی وضعیت موجود زيرساخت

نبود زيرساخت ارتباطی پايدار، . های بومی و ظرفیت سرورهای ملی از الزامات اولیه استتوسعه پلتفرم

 .(Castells, 2020, p. 112) سازدشکننده می هرگونه سیاستگذاری ديپلماسی ديجیتال را

 بايد مشخص شود که وزارت امور خارجه، نهادهای امنیتی و ديگر : ارزيابی ظرفیت نهادی و انسانی

های فناوری اطلاعات، تحلیل داده و هوش مصنوعی بازيگران چه میزان از منابع انسانی متخصص در حوزه

ها و نیازهای فوری نیروی انسانی را شناسايی کند تا شکافگذار کمک میاين امر به سیاست. در اختیار دارند

 .(Bjola & Zaiotti, 2020, p. 65) نمايد

 های المللی و ريسکهای بینهای فناورانه، محدوديتتحريم: المللیبررسی محیط داخلی و بین

بنابراين بايد در . یر مستقیم داردهای ديجیتال در ديپلماسی تأثژئوپلیتیکی بر امکان استفاده از فناوری

 .همین مرحله سناريوهای مختلف مورد تحلیل قرار گیرد

  ( Design & Prioritization) بندیمرحله طراحی و اولويت. 2

بندی ها به صورت شفاف طراحی شوند و اولويتها، لازم است اهداف و پروژهپس از ارزيابی ظرفیت

 :در اين مرحله چهار محور اصلی قابل شناسايی است. م گیردها براساس منابع موجود انجاآن

 اهداف کلان شامل افزايش قدرت نرم ايران، ارتقای تعامل با ايرانیان خارج  :تعیین اهداف کلان و خرد

اندازی يک مرکز مانیتورينگ تواند شامل راهاهداف خرد می. ای استاز کشور و مديريت افکار عمومی منطقه

 .(Manor, 2019: 52) های تحلیل داده در وزارت امور خارجه باشدجتماعی يا ايجاد سامانههای اشبکه

 های فوری مانند ايجاد مدت بايد بر ظرفیتهای کوتاهپروژه :ها برحسب زمانبندی پروژهتقسیم

مدت انهای میپروژه. ها متمرکز شوندهای اجتماعی و آموزش ديپلماتهای رسمی و فعال در شبکهحساب

بايد پهای بلندمدت پروژه. ها باشندهای تحلیل داده و همکاری با دانشگاهاندازی پلتفرمتوانند شامل راهمی

 .ای را هدف قرار دهندبینی تحولات منطقههای بومی هوش مصنوعی برای پیشتوسعه الگوريتم

 هايی که بیشترين تأثیر راهبردی با توجه به محدوديت منابع، بايد پروژه :بندیتخصیص منابع و بودجه

های اجتماعی در های مانیتورينگ هوشمند شبکهمثال، توسعه سامانه برای. را دارند، در اولويت قرار گیرند

 .مدت از اهمیت بیشتری نسبت به ايجاد يک پلتفرم ديپلماسی مجازی بلندمدت برخوردار استکوتاه

 ور خارجه بايد نقش محوری ايفا کند، اما سازمان فناوری وزارت ام :تعريف نقش نهادها و تقسیم کار

نبود . اطلاعات، وزارت ارتباطات و نهادهای امنیتی نیز بايد متناسب با وظايف خود مشارکت داده شوند

 .(Allameh et al., 2022, p. 94) کاری منجر شودتواند به موازیتقسیم کار شفاف می
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  ( Implementation & Integration) سازیمرحله اجرا و يکپارچه. ۳

ها نیازمند يک ساختار مديريتی يکپارچه است تا هماهنگی میان نهادهای مختلف تضمین اجرای پروژه

 :اين مرحله خود شامل چندين فعالیت کلیدی است. گردد

 ها هاين مرکز بايد وظیفه هماهنگی، اجرا و نظارت بر پروژ :ايجاد مرکز فرماندهی ديپلماسی ديجیتال

 .را برعهده داشته باشد و به صورت مستقیم با مقامات عالی کشور در ارتباط باشد

 های آزمايشیاندازی پروژهراه(Pilot Projects) :های قبل از اجرای سراسری هر پروژه، لازم است نمونه

 .آزمايشی در مقیاس محدود اجرا شوند تا نقاط ضعف و قوت آن شناسايی گردد

 های گیری از توان شرکتها بدون بهرهاجرای پروژه :هاظرفیت بخش خصوصی و دانشگاه استفاده از

ها در تربیت تواند در توسعه فناوری و دانشگاهبخش خصوصی می. بنیان و مراکز علمی غیرممکن استدانش

 .(Kurbalija, 2016, p. 73) آفرينی کنندنیروی متخصص نقش

 های ها، حفاظت از زيرساختای به امنیت دادهل اجرا بايد توجه ويژهدر طو :تضمین امنیت و پايداری

 .حیاتی و مديريت ريسک داشته باشیم

  ( Monitoring & Evaluation) مرحله پايش و بازنگری. 4

طور منظم در اين مرحله بايد به. هیچ نقشه راهی بدون مکانیزم پايش و بازنگری موفق نخواهد بود

 .جیده شود و در صورت نیاز اصلاحات لازم انجام گیردها سنپیشرفت پروژه

 های کلیدی عملکردتدوين شاخص(KPIs): های کمی و کیفی تعريف شودبرای هر پروژه بايد شاخص .

هايی مانند میزان تعامل کاربران، سطح دسترسی و های اجتماعی، شاخصهای شبکهبرای مثال، در پروژه

 .(Holmes, 2015, p. 119) گیری گرددزهها بايد انداتأثیرگذاری پیام

 کند که نقشه راه هر دو تا سه سال تحولات سريع فناوری ايجاب می :پذيریای و انطباقبازنگری دوره

 .بار بازنگری شود و اهداف آن با شرايط جديد هماهنگ گردديک

 ها بازده کافی در شده در پروژههای انجامگذاریبايد بررسی شود که آيا سرمايه :فايده-ارزيابی هزينه

 .اند يا خیرتحقق اهداف ديپلماسی ديجیتال داشته

 بندیجمع

سازی ديپلماسی ديجیتال برای ايران از اهمیت بنیادين ها در پیادهبندی پروژهبندی و اولويتمرحله

مللی، و اهداف کلان الهای بینهای موجود، محدوديتاين نقشه راه بايد با توجه به ظرفیت. برخوردار است

دهد که موفقیت در ديپلماسی ديجیتال نه تجربه کشورهای پیشرو نشان می. سیاست خارجی طراحی شود

ايران با . تنها وابسته به فناوری، بلکه نیازمند مديريت يکپارچه، هماهنگی نهادی و ارزيابی مستمر است

اند با طراحی يک نقشه راه منسجم، جايگاه توهای علمی خود، میتوجه به موقعیت ژئوپلیتیکی و ظرفیت

 .کسب کند 142۰مؤثری در عرصه ديپلماسی ديجیتال جهانی تا افق 

 های پایش و ارزیابی عملکردشاخص. ۷-5-2

کارگیری سازی ديپلماسی ديجیتال در ايران، طراحی و بهترين ارکان موفقیت در پیادهيکی از مهم

ديپلماسی ديجیتال برخلاف . است  (Monitoring & Evaluation) ملکردپايش و ارزيابی عنظامی جامع برای 
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ای فضای های کلان، بازخوردهای فوری مخاطبان و تحولات لحظهطور مستقیم با دادهديپلماسی سنتی، به

در عوض، نیاز . های سنتی ارزيابی کارآمدی چندانی ندارندمجازی درگیر است؛ بنابراين، ابزارها و شاخص

وجود دارد که بتواند ابعاد کمی و کیفی عملکرد  های هوشمند، پويا و چندبعُدیشاخصای از وعهبه مجم

ها را ها و پروژهطور دقیق بسنجد و زمینه بهبود مستمر سیاستايران در عرصه ديپلماسی ديجیتال را به

 .(Bjola & Holmes, 2015: 78) فراهم سازد

 ابیهای پايش و ارزيضرورت طراحی شاخص. 1

 :های دقیق برای پايش ديپلماسی ديجیتال چند دلیل اساسی داردايجاد شاخص

 گذاری های عمومی و سرمايهدر فضايی که ديپلماسی ديجیتال با بودجه :پاسخگويی و شفافیت نهادی

 شودطور شفاف گزارش ها بهملی همراه است، شهروندان و نهادهای نظارتی انتظار دارند که نتايج اين هزينه

(Holmes, 2015: 122). 

 های خود را دهند که نقاط قوت و ضعف پروژهها به دولت اجازه میشاخص :هاسازی سیاستبهینه

 .تر هدايت نمايدهای پربازدهسمت حوزهشناسايی کند و منابع را به

 کنندگان ديپلماسی ديجیتال اغلب با معیارهای سطحی مانند تعداد دنبال :سنجش اثرگذاری واقعی

تری مانند تغییر نگرش مخاطبان يا سطح های عمیقکه شاخصشود، درحالیها سنجیده میيا لايک

 .(Manor, 2019: 61) اعتمادسازی بايد در نظر گرفته شوند

 کند که های استاندارد جهانی اين امکان را فراهم میاستفاده از شاخص :انطباق با تحولات جهانی

 .(Kurbalija, 2016: 94) ير کشورها مقايسه و موقعیت رقابتی آن ارزيابی شودعملکرد ايران با سا

 های ارزيابی در ديپلماسی ديجیتالانواع شاخص. 2

 (، Reach) های دسترسیشاخص: بندی کردتوان در چهار سطح کلیدی تقسیمهای پايش را میشاخص

 .(Sustainability) و پايداری (Impact) اثرگذاری،  (Engagement)تعامل

  ( Reach Indicators) های دسترسیالف( شاخص

 اندهای ديپلماسی ديجیتال تا چه حد به مخاطبان هدف رسیدهدهند که پیامها نشان میاين شاخص. 

 های اجتماعی رسمی دولت يا وزارت خارجهکنندگان در شبکهتعداد دنبال. 

 هامیزان دسترسی به پست (Reach Rate). 

 اکندگی جغرافیايی مخاطبان و سهم کاربران خارجی نسبت به داخلیپر (Bjola & Zaiotti, 2020: 33). 

  ( Engagement Indicators) های تعاملب( شاخص

 سنجندها سطح مشارکت مخاطبان در تعامل با محتوای ديپلماسی ديجیتال را میاين شاخص. 

 نرخ مشارکت (Engagement Rate)  ،گذاریکامنت، اشتراکشامل لايک. 

 وگوها و تعاملات )مانند مثبت يا منفی بودن بازخوردها(کیفیت گفت. 

 وگوهای ديجیتالنگاران يا سیاستمداران در گفتمیزان مشارکت نخبگان، روزنامه. 

  ( Impact Indicators) های اثرگذاریج( شاخص

 گیری ت واقعی در نگرش و رفتار مخاطبان را اندازههای کمی، تغییراها فراتر از دادهاين دسته از شاخص

 .کنندمی
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  در میان مخاطبان خارجی اعتماد به سیاست خارجی ايرانتغییر در سطح. 

  مرتبط با محتوای ديپلماسی ديجیتال ايران المللیای بینپوشش رسانهمیزان. 

 یر در مواضع ديپلماتیک يا اثرگذاری بر تصمیمات سیاسی يا اقتصادی کشورهای هدف )مانند تغی

 .امضای توافقات(

 ( Sustainability Indicators) های پايدارید( شاخص

 های ديپلماسی ديجیتال توجه دارندها به دوام و استمرار سیاستاين شاخص. 

 ها يا رخدادهای خاص(ها در طول زمان )نه فقط در بحرانثبات فعالیت. 

 ی منابع مالیسطح بودجه اختصاصی و پايدار. 

 های خارجیهای بومی و کاهش وابستگی به پلتفرممیزان استفاده از فناوری (Allameh et al., 2022). 

 های پايشابزارها و روش. ۳

 :گیرندهای متنوعی مورد استفاده قرار میهای فوق، ابزارها و روشبرای سنجش شاخص

 های کلانتحلیل داده(Big Data Analytics): تفاده از هوش مصنوعی و يادگیری ماشین برای تحلیل اس

 .های اجتماعیها پیام و واکنش کاربران در شبکهمیلیون

 های های ايران در حوزهسنجش نگرش افکار عمومی نسبت به سیاست :های آنلاين و آفلايننظرسنجی

 .مختلف

 ایمانیتورينگ رسانه (Media Monitoring): المللی و محلیهای بینها در رسانهبررسی بازتاب سیاست. 

 های جهانی ماننداستفاده از گزارش :المللیای بینهای مقايسهشاخصDigital Diplomacy Index  برای

 .مقايسه جايگاه ايران با ساير کشورها

 های اجتماعیتحلیل شبکه (Social Network Analysis): ان کشف الگوهای ارتباطی میان بازيگران و میز

 .(Castells, 2020: 141) نفوذ ديپلماسی ديجیتال ايران در گفتمان جهانی

 هاکارگیری شاخصهای طراحی و بهچالش. 4

 :هايی همراه استطراحی و اجرای نظام پايش و ارزيابی عملکرد در ايران با چالش

 بوک د تويیتر يا فیسالمللی ماننهای بینهای پلتفرمدسترسی محدود به داده: های شفافنبود داده

 .ها را کاهش دهدتواند دقت شاخصمی

 سیاستگذاران  تواندمیها کنندهاتکا به آمارهای ساده مانند تعداد دنبال: های سطحیخطر تکیه بر داده

 .را به خطا بیندازد

 سازی عملکرد خود نداشته باشندبرخی نهادها ممکن است تمايلی به شفاف: مقاومت نهادی. 

 المللی گیری تغییرات نگرشی يا رفتاری در مخاطبان بیناندازه: بهام در سنجش اثرگذاری واقعیا

 .(Bjola & Holmes, 2015: 101) ای استرشتهپیچیدگی بالايی دارد و نیازمند مطالعات میان

 پیشنهاد برای ايران. ۵

ديجیتال بايد بر چند اصل برای ايران، طراحی يک نظام پايش و ارزيابی موفق در حوزه ديپلماسی 

 :استوار باشد
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 با همکاری وزارت امور خارجه، وزارت ارتباطات و مراکز  ايجاد مرکز ملی پايش ديپلماسی ديجیتال

 .دانشگاهی

 های خاص ايران و منطقه که علاوه بر معیارهای جهانی، ويژگی شدهسازیهای بومیتدوين شاخص

 .را نیز در نظر بگیرد

 های اجتماعیهای شبکهبرای تحلیل داده های هوش مصنوعی بومیز الگوريتماستفاده ا. 

 به افکار عمومی برای افزايش اعتماد اجتماعی دهی شفاف و منظمگزارش. 

 ها و استانداردهای جهانیبرای دسترسی به داده المللیهمکاری با نهادهای بین. 

ن فقرات نقشه راه سیاستی ديپلماسی ديجیتال ايران های پايش و ارزيابی عملکرد، ستوشاخصبنابراين 

ها، امکان سنجش میزان موفقیت، شناسايی نقاط ضعف و بهبود بدون وجود اين شاخص. شوندمحسوب می

های کمی و کیفی در حوزه دسترسی، ای جامع از شاخصطراحی مجموعه. مستمر وجود نخواهد داشت

تواند مسیر پیشرفت گیری از ابزارهای نوين تحلیل داده، میهرهتعامل، اثرگذاری و پايداری، همراه با ب

 .تر و کارآمدتر سازدروشن 142۰ديپلماسی ديجیتال ايران را تا افق 

 المللیای و بینهماهنگی میان نهادهای ملی، منطقه. ۷-5-3

ثر میان سازی ديپلماسی ديجیتال در ايران، فقدان هماهنگی مؤهای اساسی در پیادهيکی از چالش

دلیل ماهیت فراملی و چندوجهی ديپلماسی ديجیتال، به. المللی استای و بیننهادهای مختلف ملی، منطقه

ها گرفته تا های دولتی و دانشگاهخود، مستلزم تعامل چندلايه میان بازيگران متنوعی است که از دستگاه

بدون هماهنگی نهادی و سازوکارهای . شودالمللی را شامل میای و نهادهای بینهای منطقهسازمان

 کاری و اتلاف منابع خواهند شدهای کلان ديپلماسی ديجیتال دچار پراکندگی، دوبارهافزايی، پروژههم

(Bjola & Holmes, 2015: 67). 

 هماهنگی در سطح ملی. 1

وزارت  وزارت امور خارجه،: در سطح ملی، نهادهای متعددی در حوزه ديپلماسی ديجیتال نقش دارند

ها و بخش ارتباطات و فناوری اطلاعات، شورای عالی فضای مجازی، مراکز امنیت سايبری، و حتی دانشگاه

 :برای ايجاد هماهنگی میان اين نهادها، لازم است. خصوصی

 گیری عمل کند عنوان مرجع عالی تصمیمتواند بهاين ستاد می :ايجاد ستاد ملی ديپلماسی ديجیتال

 .(West, 2018) کاری جلوگیری کندها و مديريت منابع، از موازیبندی پروژهاهبردها، اولويتو با تدوين ر

 ها بايد در طراحی بنیان و دانشگاههای دانششرکت :هاآفرينی بخش خصوصی و دانشگاهنقش

ت ها مشارکت فعال داشته باشند تا ظرفیت علمی و فناورانه کشور به خدمها و اجرای پروژهسیاست

 .ديپلماسی ديجیتال درآيد

 های مشخصی در اين عرصه داشته باشد تا از تداخل هر نهاد بايد مسئولیت :تعیین وظايف شفاف

 .ها جلوگیری شودمأموريت

 ایهماهنگی در سطح منطقه. 2

تواند با استفاده از ديپلماسی ديجیتال، ايران در موقعیت ژئوپلیتیکی حساسی قرار دارد و می

های اين امر نیازمند هماهنگی میان نهادهای داخلی و سازمان. ای را تقويت کندهای منطقههمکاری
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 .ای استمنطقه

 همکاری با سازمان همکاری اقتصادی(ECO): های تواند بستری برای تبادل دادهاين سازمان می

 .های ديجیتال مشترک باشداقتصادی و توسعه پلتفرم

 های مشابهی در حوزه امنیت سايبری، کشورهای منطقه با چالش :ی غربیاتحادهای ديجیتال در آسیا

های مشترک، جايگاه تواند با رهبری طرحايران می. اندتوسعه تجارت الکترونیک و حکمرانی اينترنت مواجه

 .(Nye, 2017: 46) خود را ارتقا دهد

 های باطی فیبر نوری، پلتفرماين کريدورها شامل خطوط ارت :ایايجاد کريدورهای ديجیتال منطقه

 .های همکاری علمی و فناوری میان کشورهای همسايه استتبادل داده و شبکه

 المللیهماهنگی در سطح بین. ۳

المللی داشته تری با نهادهای بیناز آنجا که ديپلماسی ديجیتال ذاتاً فراملی است، ايران بايد تعامل فعال

 .باشد

 نی مخابراتسازمان ملل و اتحاديه جها(ITU): ها برای مشارکت های اين سازمانايران بايد از ظرفیت

 .در تدوين استانداردهای جهانی اينترنت و حکمرانی سايبری استفاده کند

 هايی از کشورهايی هستند که در چین، هند و روسیه نمونه :های نوظهور ديجیتالهمکاری با قدرت

تواند همکاری راهبردی با اين کشورها می. اندانی تبديل شدههای ديجیتال جههای اخیر به قطبسال

 .(Stallings, 2019: 191) همزمان دسترسی ايران به فناوری و بازارهای جهانی را تسهیل کند

 نهادهايی مانند اينترنت سوسايتی :المللیهای غیردولتی بینتعامل با سازمان (ISOC)  و مجمع جهانی

تواند از طريق مشارکت های ديجیتال جهانی نقش دارند و ايران میهی به سیاستددر شکل (WEF) اقتصاد

 .در اين نهادها، جايگاه خود را تقويت کند

 ضرورت ايجاد سازوکارهای هماهنگی. 4

برای جلوگیری از پراکندگی و تضاد منافع، ايران بايد سازوکارهای مشخصی برای هماهنگی نهادی 

 :طراحی کند، از جمله

 های امنیت سايبری، تجارت در حوزه المللیبین - ایمنطقه - های مشترک ملیکیل کارگروهتش

 .ديجیتال، آموزش و تبادل داده

 آفرينی کندکه به دولت امکان دهد در سطوح مختلف همزمان نقش ديپلماسی چندسطحی ديجیتال. 

 در حوزه ديپلماسی ديجیتال و  برای رصد تحولات جهانی ایمنطقه–ايجاد پايگاه داده مشترک ملی

 .ها و تهديدهاتحلیل فرصت

سازی ديپلماسی ديجیتال المللی برای پیادهای و بیندر مجموع، هماهنگی میان نهادهای ملی، منطقه

دهد اين هماهنگی به ايران امکان می. است شرط موفقیت راهبردیتنها يک ضرورت، بلکه يک در ايران نه

المللی در عرصه ديجیتال برداری را داشته باشد و هم از انزوای بینداخلی حداکثر بهرههای تا هم از ظرفیت

 .(Castells, 2010: 121) جلوگیری کند

 ها و راهکارهای مقابلهبینی چالشپیش. ۷-5-4
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شماری برای ايران فراهم کند، اما در مسیر اجرايی های بیتواند فرصتهرچند ديپلماسی ديجیتال می

های تواند موفقیت سیاستريزی، میبینی و برنامهای نیز وجود دارد که بدون پیشهای پیچیدهلشآن، چا

از همین رو، يکی از ارکان مهم نقشه راه ديپلماسی ديجیتال، شناسايی دقیق . کلان کشور را تهديد کند

داخلی، در سه سطح ها ترين چالشدر اين بخش، مهم. هاستها و ارائه راهکارهای مقابله با آنچالش

 .شود و راهبردهای پیشنهادی برای مقابله با هر يک ارائه خواهد شدبررسی می المللیای و بینمنطقه

 های داخلیچالش. 1

 های فناورانه و ارتباطیضعف زيرساخت. 1-1

و  های ارتباطی يکپارچه، امنيکی از موانع اصلی در مسیر ديپلماسی ديجیتال ايران، فقدان زيرساخت

های ابری، مانعی جدی در های ملی داده و زيرساختضعف در اينترنت پرسرعت، شبکه. پرسرعت است

 .(Stallings, 2019: 93) شودتوسعه ابزارهای ديپلماسی ديجیتال محسوب می

گذاری گسترده دولت در توسعه فیبر نوری، تقويت مراکز داده ملی و حمايت از سرمايه :راهکار

 برای خصوصی بخش–همچنین، همکاری دولت. تواند اين ضعف را جبران کندبنیان میهای دانششرکت

 .چین ضروری استو بلاک ۵G مانند نوين هایفناوری توسعه

 پراکندگی نهادی و فقدان هماهنگی .1-2

گیرنده و نبود سازوکار هماهنگی، باعث شده است که اقدامات مرتبط با های تصمیمتعدد سازمان

 .(West, 2018: 74) ديجیتال در ايران پراکنده و بدون انسجام پیش برودديپلماسی 

سازی نهادهای مختلف و جلوگیری از برای هماهنگ ستاد ملی ديپلماسی ديجیتالايجاد يک  :راهکار

اين ستاد بايد با اختیارات قانونی کافی تشکیل شود تا نقش رهبری . تواند مشکل را حل کندکاری میموازی

 .ر عرصه ديپلماسی ديجیتال ايفا کندواحد د

 کمبود نیروی انسانی متخصص. 1-۳

های فناوری اطلاعات، علوم داده، امنیت سايبری، ديپلماسی ديجیتال نیازمند متخصصانی در حوزه

 & Bjola) کمبود چنین نیروهايی يک چالش اساسی است. الملل و علوم اجتماعی ديجیتال استروابط بین

Holmes, 2015: 42). 
ای مرتبط با رشتههای میانگذاری در آموزش دانشگاهی و تخصصی، ايجاد رشتهسرمايه :راهکار

تواند اين چالش را ديپلماسی ديجیتال، و همچنین استفاده از ظرفیت نخبگان ايرانی خارج از کشور می

 .برطرف سازد

 ایهای منطقهچالش. 2

 ایهای منطقهرقابت ديجیتال میان قدرت. 2-1

های گذاریهای اخیر سرمايهکشورهای همسايه ايران مانند ترکیه، عربستان سعودی و امارات در سال

های اجتماعی و اين کشورها با استفاده از شبکه. اندای در حوزه ديپلماسی ديجیتال داشتهگسترده

 .(Nye, 2017: 49) اندای خود را افزايش دادههای ديجیتال، نفوذ منطقهفناوری

، ضمن حفظ استقلال خود، از ظرفیت راهبردهای رقابتی ديجیتالايران بايد با تدوين : اهکارر

های مشترک ای و توسعه پلتفرمتقويت کريدورهای ديجیتال منطقه. ای نیز بهره ببردهای منطقههمکاری
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 .تواند يک پاسخ راهبردی باشدبا همسايگان می

 تهديدات امنیتی و جنگ اطلاعاتی. 2-2

های ها و دولتگروه. های اطلاعاتی و عملیات روانی استهای اصلی جنگطقه غرب آسیا يکی از کانونمن

 Arquilla) گیرندسازی سیاسی بهره میثباتمختلف از فضای ديجیتال برای تأثیرگذاری بر افکار عمومی و بی

& Ronfeldt, 2020: 133). 

هوش مصنوعی برای تحلیل افکار عمومی، استفاده از  های رصد و پايش ديجیتالتوسعه سامانه :راهکار

تواند های اطلاعاتی می، و همکاری امنیتی با کشورهای همسايه در مقابله با جنگدر شناسايی اخبار جعلی

 .ها کمک کندپذيریبه کاهش آسیب

 المللیهای بینچالش. ۳

 های دسترسیهای فناوری و محدوديتتحريم. ۳-1

ها و متحده و برخی کشورهای غربی، دسترسی ايران به بسیاری از فناوری های ايالاتتحريم

های ديجیتال بومی و تعامل ها مانع توسعه پلتفرماين تحريم. های ديجیتال را محدود کرده استزيرساخت

 .(Castells, 2010: 115) شودايران با اقتصاد ديجیتال جهانی می

ا کشورهايی مانند چین، روسیه و هند که مخالف نظام های فناورانه بگسترش همکاری :راهکار

. های مورد نیاز فراهم کندتواند مسیر جايگزينی برای تأمین فناوریجانبه هستند، میهای يکتحريم

های غیرقانونی در برای به چالش کشیدن تحريم ديپلماسی چندجانبه ديجیتالهمچنین، حمايت از 

 .المللی ضروری استهای بینسازمان

 استانداردهای جهانی و حکمرانی اينترنت. ۳-2

. ايران بايد خود را با روندهای حکمرانی جهانی اينترنت و استانداردهای امنیت سايبری هماهنگ کند

تواند می (IGF) يا مجمع حکمرانی اينترنت (ITU) عدم حضور فعال در نهادهايی مانند اتحاديه جهانی مخابرات

 .(West, 2018: 112) ران در عرصه ديپلماسی ديجیتال شودنشینی ايمنجر به حاشیه

المللی، مشارکت در تدوين استانداردهای های ديجیتال ايران در مجامع بینحضور فعال ديپلمات :راهکار

تواند از اين چالش جلوگیری جهانی و دفاع از حقوق کشورهای در حال توسعه در حوزه حکمرانی اينترنت می

 .کند

 نگرانهگاه آيندهضرورت ن. 4

پژوهی و سناريونويسی در حوزه ها، رويکرد آيندهترين راهکارها برای مقابله با چالشيکی از مهم

، روندهای بینی مبتنی بر هوش مصنوعیهای پیشمدلگیری از ايران بايد با بهره. ديپلماسی ديجیتال است

يی کرده و خود را برای مواجهه با تغییرات الملل را شناساآينده در حوزه فناوری، سیاست و امنیت بین

 .(Miller, 2018: 55) احتمالی آماده سازد

ای در موفقیت نقشه راه کنندهها و طراحی راهکارهای مقابله، نقش تعیینبینی چالشپیشبنابراين 

ها و کمبود نیروی انسانی، های داخلی همچون ضعف زيرساختچالش. ديپلماسی ديجیتال ايران دارد

ها و المللی از جمله تحريمهای بینای مانند رقابت ديجیتال و جنگ اطلاعاتی، و چالشهای منطقهچالش

ها با تنها در صورتی که اين چالش. استانداردهای جهانی، همگی نیازمند راهبردهای مشخص هستند
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تواند جايگاهی می مديريت شوند، ديپلماسی ديجیتال ايران نگرانهچندسطحی، هماهنگ و آيندهرويکردی 

 .المللی پیدا کندپايدار و مؤثر در عرصه بین

هایی المللی در دیپلماسی دیجیتال با هوش مصنوعی و درسهای بینتجربه. ۷-۶

 برای ایران

ويژه های نوين، بهگیری از فناوریالملل، با بهرهعنوان يکی از ابعاد نوين روابط بینديپلماسی ديجیتال به

کشورهای . المللی و بازيگران غیردولتی استها، نهادهای بیندر حال بازتعريف نقش دولت هوش مصنوعی،

تحلیل افکار عمومی، طور فعال از هوش مصنوعی برای پیشرو در عرصه فناوری، طی يک دهه اخیر به

 Bjola) داناستفاده کرده بینی رفتارهای سیاسی، و تقويت ديپلماسی عمومیهای جهانی، پیشمديريت بحران

& Zaiotti, 2020: 57) .ديپلماسی ديجیتال بدون توان گفت در آينده نزديک، ای است که میگونهاين روند به

 .هوش مصنوعی قابل تصور نخواهد بود

کشورهايی مانند ايالات . های ارزشمندی برای ايران داردالمللی در اين حوزه، درسهای بینتجربه
اند که با ای مانند هند و برزيل نشان دادهو حتی کشورهای در حال توسعه متحده، چین، اتحاديه اروپا

 های حقوقی شفاف، و توانمندسازی نیروی انسانیهای فناورانه، تدوين سیاستگذاری در زيرساختسرمايه
 هایايران نیز با وجود محدوديت. توانند در فضای ديپلماسی ديجیتال، قدرت نرم خود را افزايش دهندمی

اما شرط موفقیت، . ها داردهای بالايی در استفاده از اين فناوریهای داخلی، ظرفیتها و چالشناشی از تحريم
 .در چارچوب نیازها و شرايط خاص کشور است هاسازی آنهای جهانی و بومیيادگیری فعال از تجربه

 سازیق با ايران، شبیهمرور تجربیات جهانی و تطبی: شوددر اين بخش، سه محور اصلی بررسی می
 .سناريوهای ديپلماسی ديجیتال، و طراحی چارچوب عملیاتی برای ده سال آينده

 المللی و تطبیق آن با شرایط ایرانبررسی تجربیات بین. ۷-۶-1

کشورهای مختلف رويکردهای متفاوتی در استفاده از هوش مصنوعی در ديپلماسی ديجیتال اتخاذ 
 :اندکرده

 های اجتماعی، ديپلماسی های پیشرفته تحلیل داده و شبکهآمريکا با استفاده از پلتفرم :هايالات متحد
 گیردعمومی خود را گسترش داده و از هوش مصنوعی برای مقابله با اخبار جعلی و عملیات روانی بهره می

(Nye, 2017: 73). 
 سازی عمومی و تقويت روايت های بومی برای تحلیل افکارضرورت توسعه پلتفرم: درس برای ايران

 .المللیديجیتال در سطح بین

 گذاری عظیم در هوش مصنوعی، و سرمايه« ديپلماسی ديجیتال جاده ابريشم»چین با ابتکار  :چین
 .(Zeng, 2021: 92) عنوان قدرت سايبری تثبیت کندتلاش کرده است جايگاه خود را به

ای، مانند کريدورهای های فناورانه ملی و منطقهو پروژهپیوند میان سیاست خارجی : درس برای ايران
 .ایديجیتال منطقه

 های هوش مصنوعی تمرکز و چارچوب بعُد اخلاقی و حقوقیاتحاديه اروپا بیشتر بر  :اتحاديه اروپا
 .(Floridi, 2020: 36) ها تدوين کرده استپذيری الگوريتمقانونی دقیقی برای شفافیت و مسئولیت

  لزوم تدوين قوانین شفاف برای استفاده اخلاقی از هوش مصنوعی در سیاست خارجی : برای ايراندرس
 .و ديپلماسی ديجیتال
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 گذاری در نیروی سرمايهاند با های اقتصادی، توانستهاين کشورها با وجود محدوديت :هند و برزيل
 ,Chakraborty) ی ديجیتال ايفا کنند، نقش فعالی در ديپلماسها و بخش خصوصیانسانی و همکاری دانشگاه

2019: 114). 
 های های داخلی برای توسعه فناوریها و استارتاپگیری از ظرفیت دانشگاهبهره: درس برای ايران
 .بومی

 سازی سناریوهای دیپلماسی دیجیتال و هوش مصنوعیشبیه. ۷-۶-2

سازی مبتنی سازی و شبیهمدلده از يکی از راهبردهای کشورهای موفق در ديپلماسی ديجیتال، استفا
 .بینی تحولات سیاسی، امنیتی و اقتصادی استبرای پیش بر هوش مصنوعی

 ديپلماسی پیشگیرانه: سناريوی اول
المللی، ای يا بینهای منطقهتواند پیش از وقوع بحرانهای کلان، ايران میبا استفاده از تحلیل داده

 .های سیاستی خود را آماده سازدسازی کرده و گزينهف را شبیههای احتمالی بازيگران مختلواکنش

 ديپلماسی عمومی هدفمند: سناريوی دوم
های های ديپلماسی عمومی خود را متناسب با گروهگیری از هوش مصنوعی، پیامتواند با بهرهايران می

های سیاسی خشی روايتاين کار موجب افزايش اثرب. مختلف مخاطبان در سطح جهانی طراحی و منتشر کند
 .شودايران می

 های اطلاعاتیمديريت جنگ: سناريوی سوم
های توان الگوهای انتشار اخبار جعلی را شناسايی کرد و پاسخهای يادگیری ماشین، میبا الگوريتم

 .(West, 2018: 121) ها ارائه دادسريع و هماهنگ به آن

پذير، بلکه تنها واکنشالمللی، نهمحیط پرچالش بین کند که درها به ايران کمک میسازیاين شبیه
 .گر فعال در ديپلماسی ديجیتال باشدکنش

 ها در ده سال آیندهطراحی چارچوب عملیاتی برای اجرای سیاست. ۷-۶-3

برای  سالهچارچوب عملیاتی دهالمللی و سناريوهای محتمل، ايران نیازمند يک با توجه به تجربیات بین
 :اين چارچوب بايد شامل. ماسی ديجیتال استتوسعه ديپل

 :(Policy Level) سطح راهبردی

 تعريف اهداف کلان ملی در ديپلماسی ديجیتال. 

 کننده با اختیارات قانونیايجاد نهاد ملی هماهنگ. 

 تدوين قوانین شفاف در حوزه هوش مصنوعی و حکمرانی داده. 

 :(Operational Level) سطح اجرايی

 های بومی تحلیل داده و ديپلماسی ديجیتالپلتفرم توسعه. 

 آموزش و توانمندسازی نیروی انسانی متخصص. 

 های فعال در حوزه ديپلماسی ديجیتالحمايت از استارتاپ. 

 :(Global Engagement Level) المللیسطح بین

 المللی حکمرانی اينترنت و هوش مصنوعیحضور فعال در مجامع بین. 

 های ديجیتالهمکاری با کشورهای دوست و همسايه در پروژه گسترش. 
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  برای مقابله با انزوای سیاسی و فناورانه« ديپلماسی سايبری چندجانبه»توسعه. 

فناوری، نیروی انسانی و زمان سه عنصر اين چارچوب در صورتی موفق خواهد بود که ايران بتواند هم
 .توسعه دهدطور هماهنگ را به گذاری هوشمندسیاست

 جمع بندی فصل هفتم

ديپلماسی ديجیتال موفق نیازمند تلفیق فناوری پیشرفته، چارچوب دهد که های جهانی نشان میتجربه

ايران برای دستیابی به جايگاهی پايدار در اين عرصه، . گذاری در نیروی انسانی استقانونی شفاف و سرمايه
رد، سناريوهای بومی خود را طراحی کند، و با تدوين يک های کشورهای پیشرو درس بگیبايد از تجربه

  .ساله، مسیر آينده ديپلماسی ديجیتال را هموار سازدچارچوب عملیاتی ده
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 فصل هشتم:
 آینده جهانی دیپلماسی دیجیتال

 
 مقدمه:

ظهور . الملل ايجاد کرده استديپلماسی ديجیتال در عصر هوش مصنوعی، تحولی بنیادين در روابط بین

ها با يکديگر را دگرگون کرده بلکه های اجتماعی، نه تنها نحوه تعامل دولتهای هوشمند و شبکهفناوری

در اين راستا، آينده ديپلماسی . شدت افزايش داده استامکان مشارکت عمومی و جريان آزاد اطلاعات را به

ز يک سو، هوش مصنوعی امکان ا. رو استها و تهديدهای متعددی روبهصورت جهانی با فرصتديجیتال به

کند و از سوی ديگر، تهديداتی مانند المللی را فراهم میبینی روندهای بینهای عظیم و پیشتحلیل داده

های های حساس موجب پیچیدگی سیاستگذاریعملیات روانی، حملات سايبری و نفوذ غیرقانونی به داده

 .(Bjola & Holmes, 2020: 144) جهانی شده است

اند المللی و ديپلماسی عمومی تبديل شدههای اجتماعی به ابزارهای اصلی تعامل بینزون بر اين، شبکهاف

در چنین فضايی، نیاز . دهندگذاران را تحت تأثیر قرار میو روندهای خبری و اطلاعاتی، تصمیمات سیاست

های گیرید؛ چراکه تصمیمشوبه همگرايی انسان و ماشین در سیاست و ديپلماسی بیش از پیش احساس می

های مبتنی بر هوش مصنوعی، ديگر پاسخگوی ها و تحلیلگیری از الگوريتمهوشمند و سريع بدون بهره

 .(Kreps & McCain, 2019: 478) های جهانی نیستپیچیدگی

المللی و انداز تعاملات بینها و تهديدهای جهانی، چشمبنابراين، در اين فصل، ضمن بررسی فرصت

. گیردهای اجتماعی و همچنین همگرايی انسان و ماشین در سیاست و ديپلماسی مورد تحلیل قرار میبکهش

سازی هدف اين فصل ارائه چارچوبی علمی و کاربردی برای فهم روندهای آينده ديپلماسی ديجیتال و آماده

 .در سطح جهانی استالمللی برای مواجهه با تحولات فناورانه و اجتماعی ها و نهادهای بیندولت

 ها و تهدیدهای جهانی در عصر هوش مصنوعیفرصت. ۸-1
انداز سیاست و ويکم، چشمهای قرن بیستترين فناوریعنوان يکی از پیشرفتههوش مصنوعی به

های های هوشمند و تحلیل دادهگیری از الگوريتمبهره. طور بنیادين تغییر داده استديپلماسی جهانی را به

گیری استراتژيک و افزايش سرعت واکنش به بینی روندهای جهانی، بهبود تصمیممکان پیشکلان، ا

گیری از اين توانند با بهرهالمللی میهای بینکشورها و سازمان. آوردالمللی را فراهم میهای بینبحران

منیت، سیاست خارجی های خود را در حوزه افناوری، نه تنها رقابت جهانی را مديريت کنند بلکه توانمندی

از سوی ديگر، اين فناوری تهديدات . (Russell & Norvig, 2021: 412)های چندجانبه بهبود بخشندو همکاری

های اطلاعاتی پیچیده عملیات سايبری، حملات ديجیتال هدفمند، و فعالیت. جديدی را نیز به همراه دارد

توانند امنیت ملی و ثبات سیاسی کشورهای مختلف شوند، میگیری از هوش مصنوعی انجام میکه با بهره

گذاری جهانی با علاوه بر اين، کاربردهای هوش مصنوعی در ديپلماسی و سیاست. را تحت تأثیر قرار دهند
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ها های حقوقی و اخلاقی متعددی همراه است، از جمله حفاظت از حريم خصوصی، شفافیت الگوريتمچالش

المللی افزايش های همکاری بینهمزمان، فرصت. (Brundage et al., 2018: 23)هاو جلوگیری از سوگیری داده

 وشه از ايمن استفاده برای فنی های مشترک قانونی و استانداردهایتوانند چارچوبکشورها می. يافته است

 گیری جمعی بهرهاز تهديدات سايبری و بهبود تصمیم پیشگیری در خود تجارب از و کنند ايجاد مصنوعی

ها را المللی و کاهش تنشتوسعه ديپلماسی ديجیتال و هوشمند، همچنین امکان افزايش اعتماد بین. ببرند

 .(Campbell & O’Brien, 2020: 87) آوردفراهم می

ها و تهديدهای جهانی در عصر هوش مصنوعی، بنابراين، در اين بخش، ضمن بررسی فرصت

گیری استراتژيک، تهديدات سايبری و تحلیل داده و تصمیمهای فناوری برای هايی شامل فرصتزيربخش

المللی مورد تحلیل و بررسی دقیق های همکاری بینهای حقوقی و اخلاقی و فرصتعملیات روانی، چالش

گیران جهانی و سیاستگذاران در اندازی علمی و کاربردی برای تصمیمهدف اصلی ارائه چشم. گیرندقرار می

 .یتال و هوش مصنوعی استحوزه ديپلماسی ديج

 گیری استراتژیکهای فناوری برای تحلیل داده و تصمیمفرصت. ۸-1-1

گیری ترين ابزارهای تصمیمعنوان يکی از مهمهای کلان بهدر عصر هوش مصنوعی، تحلیل داده

 های مبتنی بر هوش مصنوعی، از جملهفناوری. المللی مطرح شده استاستراتژيک در سطح ملی و بین

های بینی، امکان استخراج الگوهای پنهان در دادههای پیشيادگیری ماشین، يادگیری عمیق و الگوريتم

دهند که تصمیمات ها و سیاستگذاران اجازه میها به ديپلماتاين فناوری. کنندپیچیده و متنوع را فراهم می

 ,Russell & Norvig) ر شناسايی نمايندهای آينده را بهتها و فرصتمبتنی بر شواهد را اتخاذ کنند و ريسک

2021: 418). 

های سیستم. های سیاسی، اقتصادی و امنیتی استبینی بحرانترين کاربردها، تحلیل پیشيکی از مهم

های های خبری و گزارشهای اجتماعی، رسانهشده از شبکهآوریهای جمعهوشمند قادرند با استفاده از داده

های به عنوان مثال، تحلیل احساسات کاربران شبکه. سازی کنندها را مدلی بحرانرسمی، روندهای احتمال

ريزی ای ارائه دهد و امکان برنامههای داخلی يا منطقهتواند هشدارهای زودهنگام درباره بحراناجتماعی می

بینی، هوش شعلاوه بر تحلیل پی.  (Chui et al., 2018: 112)مناسب برای پاسخگويی سريع را فراهم کند

در حوزه ديپلماسی ديجیتال، . کندگیری چندمعیاره فراهم میسازی تصمیممصنوعی ابزارهايی برای بهینه

. ها تقريباً غیرممکن استسیاستگذاران با حجم عظیمی از اطلاعات مواجه هستند که تحلیل دستی آن

بندی بر اساس معیارهای مشخص اولويت دهی وبندی، وزنها را دستهتوانند دادههای هوشمند میالگوريتم

شود که تصمیمات اين قابلیت باعث می. (Bostrom, 2014: 57) سازی نمايندکنند و سناريوهای مختلف را شبیه

 .بینی باشدالمللی بهتر قابل پیشها در سطح ملی و بینتر اتخاذ شوند و اثرات آنتر و سريعراهبردی دقیق

. گیری جمعی و همکاری میان نهادهای مختلف استیدی، بهبود تصمیمهای کليکی ديگر از فرصت

گیرنده ارائه های تصمیمتوانند اطلاعات را به شکل قابل فهم و بصری برای گروههای تحلیل داده میفناوری

. المللی را افزايش دهندهای دولتی، بخش خصوصی و نهادهای بینکنند و امکان هماهنگی میان سازمان

وری در ديپلماسی های هماهنگ، کاهش تضادها و افزايش بهرهتواند موجب ايجاد سیاستها میکاریاين هم

 .(Campbell & O’Brien, 2020: 92) ديجیتال شود
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های زمانی و مکانی های هوش مصنوعی در ديپلماسی استراتژيک، محدوديتهمچنین، کاربرد فناوری

ها و تغییرات محیطی را رصد کرده انند در زمان واقعی، وضعیتتوهای هوشمند میتحلیل. دهدرا کاهش می

ای المللی و شرايط پرتنش، اهمیت ويژههای بیناين ويژگی، در بحران. گیرندگان هشدار دهندو به تصمیم

 .(Brundage et al., 2018: 41) سازدموقع را فراهم میدارد و امکان واکنش سريع و به

تواند به ارتقای شفافیت و پاسخگويی های تحلیل داده و هوش مصنوعی میاوریدر نهايت، استفاده از فن

ها و فرآيندهای تحلیل، امکان با ثبت و مستندسازی الگوريتم. های سیاسی کمک کندگیریدر تصمیم

شود که اين امر باعث افزايش اعتماد عمومی و اعتماد بازبینی و ارزيابی تصمیمات گذشته فراهم می

ها مد نظر قرار گیرد تا ها و الگوريتمالبته همزمان بايد مراقبت از سوگیری داده. للی خواهد شدالمبین

 .(Stallings, 2019: 75) تصمیمات به شکل عادلانه و دقیق اتخاذ شوند

 تهدیدات سایبری و عملیات روانی جهانی. ۸-1-2

های ترين چالشان يکی از بزرگعنودر عصر ديجیتال، تهديدات سايبری و عملیات روانی جهانی به

شامل حملات مستقیم به  هماين تهديدات . اندالمللی و ديپلماسی ديجیتال مطرح شدهامنیت بین

کنند که به شکل جنگ شناختی و نفوذ اطلاعاتی نیز ظهور می همشوند، های حیاتی کشورها میزيرساخت

 :Singer & Friedman, 2014) جهانی تهديد کنندتوانند ثبات سیاسی، اقتصادی و اجتماعی را در سطح می

23). 
های حساس دولتی های حیاتی و دادهحملات هدفمند به زيرساختيکی از انواع مهم تهديدات سايبری، 

شده گیری از بدافزارها، حملات فیشینگ يا حملات توزيعتوانند با بهرهنفوذگران می. است و خصوصی

اين . های ارتباطی نفوذ کنندها و سامانههای انرژی، بانکیاتی مانند شبکههای حبه سامانه (DDoS) سرويس

المللی موجب تنش و کنند، بلکه در سطح سیاست بینهای اقتصادی ايجاد میحملات نه تنها خسارت

 .(Rid, 2013: 59) شوندکاهش اعتماد میان کشورها می

های اجتماعی ای در رسانهبه شکل گسترده تیعملیات روانی و جنگ اطلاعاهمزمان با حملات سايبری، 

توانند با انتشار اطلاعات هدفمند، اخبار های دولتی و غیردولتی میگروه. شودو فضای مجازی انجام می

های سیاسی يا اجتماعی را گیریها، افکار عمومی را تحت تأثیر قرار دهند و جهتجعلی يا دستکاری داده

موجب افزايش  (Social Bots) های شبکه اجتماعیهای هوش مصنوعی و رباتريتماستفاده از الگو. شکل دهند

 ,.Zeng et al) بردشود و دامنه اثرگذاری آن را فراتر از مرزهای جغرافیايی میسرعت و دقت اين عملیات می

2020: 88). 

کشورهای . تاس زمان سايبری و روانیحفاظت در برابر تهديدات همهای اساسی، يکی ديگر از چالش

مختلف با ايجاد مراکز تحلیل داده و عملیات امنیت سايبری، سعی در شناسايی الگوهای تهديد و مقابله 

های انتشار آن را توانند محتوای مخرب را شناسايی، شبکههای هوش مصنوعی میالگوريتم. مؤثر دارند

له با عملیات روانی، شناسايی منابع انتشار و اين ابزارها برای مقاب. تحلیل و میزان نفوذ آن را ارزيابی کنند

 .(Benkler et al., 2018: 145) بینی پیامدهای احتمالی بسیار حیاتی هستندپیش

. کنندمتعددی ايجاد می های حقوقی و اخلاقیچالشهمچنین، تهديدات سايبری و عملیات روانی، 

وصی کاربران و همزمان حفظ امنیت تعیین مسئولیت و پاسخگويی در حملات سايبری، رعايت حريم خص
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ها، خطر در نبود اين چارچوب. المللی استهای قانونی و استانداردهای بینملی، نیازمند ايجاد چارچوب

المللی های بینتواند موجب بحرانيابد و میهای ديجیتال و هوش مصنوعی افزايش میسوءاستفاده از فناوری

 .(Solum, 2019: 101) شود

توانند با تبادل اطلاعات، کشورها می. المللی نیز وجود داردهايی برای همکاری بین، فرصتدر نهايت

های امنیتی مشترک و همکاری در زمینه تحقیقات امنیت سايبری، تهديدات را کاهش دهند تدوين پروتکل

ها نه تنها ن همکاریاي. و استانداردهای جهانی برای مقابله با عملیات روانی و تهديدات سايبری ايجاد کنند

المللی را افزايش شود، بلکه ديپلماسی هوشمند را تقويت و اعتماد بینموجب ارتقای امنیت ديجیتال می

 .(Kello, 2017: 207) دهدمی

 های حقوقی و اخلاقی در استفاده از هوش مصنوعیچالش. ۸-1-3

پلماسی جهانی شده است و های مختلف سیاست و ديسابقه وارد عرصههوش مصنوعی با سرعتی بی

ها، ترين نگرانیيکی از مهم. های حقوقی و اخلاقی متعددی را به دنبال دارداين موضوع چالش

های عظیم و ارائه های هوشمند قادر به تحلیل دادهالگوريتم. ستهاپذيری و شفافیت الگوريتممسئولیت

های گیریتواند منجر به تصمیملکرد آنها می، اما نبود شفافیت در عمبودهگیری پیشنهادات برای تصمیم

 .(Cath, 2018: 21) اعتماد شودغیرقابل توضیح و بی

های مربوط به چالشالمللی با از نظر حقوقی، استفاده از هوش مصنوعی در ديپلماسی و سیاست بین

بینی و پیش های شخصی، تحلیل رفتارهای اجتماعیآوری دادهجمع. روبرو است هاحريم خصوصی و داده

ها بسیاری از کشورها در حال تدوين قوانین حفاظت از داده. تواند حقوق فردی را تهديد کندها میواکنش

 Floridi)  ستا هاهای حقوقی برای مقابله با سوءاستفاده از دادهای از تلاشدر اروپا نمونه GDPR و مقررات

et al., 2018: 34). 

هايی که برای آموزش داده. است هاسوگیری و تبعیض الگوريتم، های اخلاقیيکی ديگر از دغدغه

در نتیجه، تصمیمات . های تاريخی يا فرهنگی باشندشوند، ممکن است حاوی تبعیضها استفاده میالگوريتم

ها را تشديد کرده و موجب تبعات سیاسی و اجتماعی ناخواسته تواند نابرابریها میمبتنی بر اين الگوريتم

 .(O’Neil, 2016: 92) شود

استفاده از هوش مصنوعی در عملیات نظامی، جنگ سايبری . نیز چالش ديگری است المللیحريم بین

بدون قوانین هماهنگ، کشورها . المللی استهای حقوقی بینيا حتی ديپلماسی فشارآور، نیازمند چارچوب

المللی ازمان ملل و برخی نهادهای بینس. های ديپلماتیک شوندهای حقوقی و تنشممکن است درگیر بحران

 :UNESCO, 2021)در حال توسعه استانداردها و راهنماهايی برای استفاده مسئولانه از هوش مصنوعی هستند

برای تحلیل افکار عمومی، مديريت  AI ، از جمله کاربردگیری خودکارهای اخلاقی در تصمیمچالش. .(47

توانند به سرعت و تصمیمات خودکار می. ای داردالمللی، اهمیت ويژهنهای بیبینی واکنشها يا پیشبحران

 :Bryson, 2018) يابددقت بالا انجام شوند، اما بدون ملاحظات اخلاقی، خطر خطا يا سوءاستفاده افزايش می

60). 
 شود تا استفاده از هوش مصنوعیاحساس می های هماهنگ حقوقی و اخلاقیچارچوبدر نهايت، نیاز به 

ايجاد . پذيری و رعايت اصول اخلاقی و حقوق بشر همراه باشددر ديپلماسی جهانی با شفافیت، مسئولیت

های قابل توضیح از جمله راهکارهای های امنیت داده و توسعه الگوريتمالمللی، تدوين پروتکلهای بینکمیته
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 .(Cath, 2018: 38) ها هستندپیشنهادی برای کاهش ريسک

 های مشترکالمللی و ایجاد چارچوبهای همکاری بینفرصت. ۸-1-4

های نوين شدت تحت تأثیر فناوریالمللی و ديپلماسی ديجیتال بهدر عصر هوش مصنوعی، تعاملات بین

های مشترک همکاری میان کشورها و ايجاد چارچوبها، ترين فرصتيکی از مهم. قرار گرفته است

های توانند شامل استانداردهای امنیت سايبری، پروتکلها میچوباين چار. است المللیهای بینسازمان

 .(UNESCO, 2021: 52) باشند AI کارگیریهای اخلاقی برای توسعه و بهاشتراک داده و دستورالعمل

 :های چندجانبه برای امنیت سايبریهمکاری. 1

حملات سايبری هدفمند و  توانندهای چندجانبه، مینامهها و توافقکشورها با مشارکت در پیمان

ها شامل تبادل اطلاعات در مورد تهديدات، هماهنگی اين همکاری. عملیات روانی ديجیتال را کاهش دهند

 .(Stallings, 2019: 112) ها و ايجاد مراکز مشترک تحلیل تهديدات استواکنش

 :ايجاد استانداردهای فنی و عملیاتی. 2

ها و ها، پلتفرمبرای الگوريتم استانداردهای فنی مشترکتدوين های مهم، يکی ديگر از فرصت

استانداردسازی باعث کاهش خطا، افزايش شفافیت و تقويت اعتماد بین کشورها . های هوشمند استسیستم

های های قابل توضیح و روشهای مديريت داده، الگوريتمتوانند شامل شیوهاين استانداردها می. شودمی

 .(Floridi et al., 2018: 41) شندبا AI سنجش عملکرد

 :سازی علمی و پژوهشیشبکه. ۳

تبادل دانش المللی، امکان های فناوری در سطح بینها، مراکز تحقیقاتی و شرکتهمکاری بین دانشگاه

سازی های مشترک در حوزه هوش مصنوعی، شبیهتوسعه پروژه سبب که آوردرا فراهم می و تجربیات موفق

 .(Bryson, 2018: 67) شودهای جهانی میبینی بحرانلماسی ديجیتال و پیشسناريوهای ديپ

 :ديپلماسی داده و اشتراک اطلاعات. 4

همکاری . های پیشرفته، ابزارهای کلیدی در ديپلماسی ديجیتال هستندو تحلیل های بزرگداده

چنین . باشد هابینی بحرانپیشهای غیرحساس برای تحلیل روندها و اشتراک دادهتواند شامل المللی میبین

های انسانی و مقابله با شايعات جهانی گیری بهتر، مديريت بحرانتواند منجر به تصمیمهايی میهمکاری

 .(Cath, 2018: 45) شود

 :های حقوقی و اخلاقی مشترکچارچوب. ۵

. شودمللی میالهای ملی و بینهای مشترک حقوقی و اخلاقی، باعث هماهنگی سیاستتوسعه چارچوب

پذيری و رعايت ها، مسئولیتها بايد شامل اصول حفظ حريم خصوصی، شفافیت الگوريتماين چارچوب

المللی، نهادهای حقوقی و کشورهای های بینتدوين اين استانداردها با مشارکت سازمان. حقوق بشر باشند

 .(UNESCO, 2021: 56) پذير استمختلف امکان
 

نه تنها تهديدات ناشی از هوش  های مشترکالمللی و ايجاد چارچوبری بینفرصت همکادر نهايت، 

. آورددهد، بلکه زمینه توسعه ديپلماسی ديجیتال پايدار و پاسخگو را فراهم میمصنوعی را کاهش می
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های هوشمند برای تقويت صلح، امنیت و تعاملات توانند از فناوریها میگیری از اين فرصتکشورها با بهره

 .انسانی در سطح جهانی استفاده کنند

 های اجتماعیالمللی و شبکهآینده تعاملات بین. ۸-2
اند، بلکه های اجتماعی نه تنها به ابزاری برای ارتباطات شخصی تبديل شدههای اخیر، شبکهدر دهه

سی گسترده به ها با ارائه دستراين شبکه. انديافته المللديپلماسی عمومی و سیاست بیننقش محوری در 

 کنندهای سیاسی را فراهم میدهی به روايتاطلاعات، امکان تأثیرگذاری بر افکار عمومی جهانی و شکل

(Cull, 2019: 22) .های اجتماعی های شبکهها و تحلیلالمللی بیش از پیش بر پايه دادهدر آينده، تعاملات بین

خواهند بود  های ديجیتالهای هوشمند و سیاستتوسعه استراتژیشکل خواهد گرفت و کشورها نیازمند 

 .(Zeng et al., 2021) تا بتوانند در محیط پیچیده جهانی، منافع خود را حفظ و ترويج دهند

های های هوش مصنوعی، يادگیری ماشین و تحلیل دادههای اجتماعی آينده، با ادغام فناوریشبکه

های استراتژيک در گیریبینی کرده و تصمیمن را پیشبزرگ، قادر خواهند بود الگوهای رفتاری کاربرا

ها با تهديدهايی همچون انتشار اخبار جعلی، همزمان، اين فرصت. ديپلماسی ديجیتال را تسهیل کنند

های مديريتی و قانونی دقیق ای مواجه هستند که نیازمند چارچوبهای رسانهعملیات روانی و بحران

 .(Graham & Avery, 2017: 35) باشدمی

 عنوان ابزار دیپلماسی عمومی جهانیهای اجتماعی بهشبکه. ۸-2-1

ها، اند، چرا که دولتتبديل شده ابزارهای کلیدی ديپلماسی عمومیهای اجتماعی امروزه به يکی از شبکه

خاطبان های خود را به سرعت و بدون واسطه به مها و سیاستتوانند پیامها و بازيگران غیردولتی میسازمان

برای پیشبرد اهداف  تأثیرگذاری بر افکار عمومی جهانیديپلماسی عمومی، به معنای . جهانی منتقل کنند

گذاری ای، قابلیت اشتراکدسترسی لحظههای اجتماعی با فراهم آوردن سیاست خارجی است و شبکه

 .(Melissen, 2013: 12) انديش دادهای افزاسابقهطور بی، اين امکان را بهگسترده و تعامل مستقیم با کاربران

با مخاطب است؛ برخلاف  ايجاد ارتباط دوطرفههای اجتماعی، توانايی های مهم شبکهيکی از ويژگی

، شنیدن پاسخگويیهای اجتماعی امکان کردند، شبکهطرفه عمل میهای سنتی که عمدتاً يکرسانه

اين ويژگی برای ديپلماسی عمومی حیاتی است، زيرا  .آورندرا فراهم می هابازخورد و تحلیل دقیق واکنش

های واقعی و تحلیل احساسات مخاطبان اصلاح و بهینه های خود را بر اساس دادهتوانند پیامها میدولت

 .(Nye, 2011: 45) کنند

 :های اجتماعی در ديپلماسی عمومی شامل موارد زير استدر سطح جهانی، استفاده موفق از شبکه

 های دقیق و المللی يا تحولات فوری نیازمند انتشار پیامهای بینبحران: رسانی سريع و شفافاطلاع

رسانی همزمان به هزاران مخاطب در سراسر جهان را فراهم های اجتماعی امکان اطلاعشبکه. سريع هستند

 .کنندمی

 تصوير ملی دهی به کلهای اجتماعی برای شکشورهای مختلف از شبکه :ترويج تصوير مثبت کشورها

 :Snow, 2017) های مثبتکنند، با تمرکز بر فرهنگ، دستاوردها و سیاستاستفاده می برند ديپلماتیک خود و

68). 

 های با استفاده از ابزارهای هوش مصنوعی و تحلیل داده :ها و مقابله با اطلاعات غلطکنترل روايت
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را انجام داده و عملیات مقابله با شايعات و اخبار  هاو روايت ای اخباررصد لحظهتوانند ها میبزرگ، دولت

 .جعلی را مديريت کنند

دهند تا ها اجازه میهای اجتماعی به دولتبا توجه به گستره مخاطبان و سرعت انتشار اطلاعات، شبکه

حال، اين قدرت با اين . اجرا کنند های ديپلماسی عمومی را در مقیاس جهانی و با کمترين هزينهاستراتژی

همراه است که نیازمند طراحی  عملیات روانی و انتشار محتوای منفی حملات سايبری،هايی مانند با چالش

 .(Cull, 2019: 30) باشدهای قانونی دقیق برای استفاده امن و مؤثر میها و چارچوبسیاست

 هاتحلیل افکار عمومی جهانی و نقش الگوریتم. ۸-2-2

به يک رکن اساسی ديپلماسی ديجیتال تبديل شده  تحلیل افکار عمومی جهانی در عصر ديجیتال،

 اینابع عظیم دادهمهای ديپلماتیک هستند، بلکه های اجتماعی نه تنها محیطی برای انتشار پیامشبکه. است

المللی ها و نهادهای بیندولت. کنندبرای فهم رفتار، نگرش و احساسات کاربران در سراسر جهان فراهم می

توانند الگوهای پیچیده رفتاری را می های هوش مصنوعی و يادگیری ماشینالگوريتمگیری از با بهره

 های ديپلماتیک خود را تنظیم و بهینه کنندها و پیامسیاستبینی کنند و بر اساس آن، شناسايی و پیش
(Bennett & Segerberg, 2013: 22). 

 ار عمومیها در تحلیل افککاربرد الگوريتم

 تحلیل احساسات(Sentiment Analysis): های پردازش زبان طبیعیالگوريتم (NLP)  قادرند محتوای متنی

اين . ها را از نظر مثبت، منفی يا خنثی بودن ارزيابی کننددر تويیتر، فیسبوک، اينستاگرام و ساير شبکه

را به سرعت  ها و تصمیمات خارجیواکنش مخاطبان نسبت به سیاستدهد ها امکان میتحلیل به دولت

 .شناسايی کنند

 را  موضوعات داغ و ترندهای جهانیتوانند کاوی میهای دادهالگوريتم :هاشناسايی روندها و هشتگ

های خود را در زمان مناسب و با ها و کمپینپیامکند تا ها کمک میاين امر به ديپلمات. تشخیص دهند

 .ندمنتشر کن بیشتر تأثیرگذاری

 توانند ها میهای اجتماعی و جريان اطلاعات، الگوريتمبا تحلیل شبکه :بینی رفتار جمعیپیش

و بر اساس  دهندهای مختلف چگونه به يک بحران يا خبر مهم واکنش نشان میبینی کنند که گروهپیش

 .(Howard & Kollanyi, 2016: 14) های ديپلماسی عمومی طراحی شودآن استراتژی

 میت تحلیل داده در ديپلماسی ديجیتالاه

 :دهد تاگیرندگان امکان میتحلیل افکار عمومی به تصمیم

 منتشر کنند و از اتلاف منابع جلوگیری نمايند های هدفمند و چندسطحیپیام. 

 و شايعات را به صورت پیشگیرانه طراحی کنند ای با اطلاعات غلطعملیات مقابله. 
 

 های و از بروز سوءتفاهم يا بحران ی و جهانی را با دقت بیشتر هماهنگ کننداهای منطقهسیاست

 .ديپلماتیک جلوگیری نمايند

 هاها و محدوديتچالش

 :هايی نیز به همراه دارندآورند، اما چالشهای بسیاری فراهم میها فرصتاگرچه تحلیل داده و الگوريتم
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 سوگیری الگوريتمی (Algorithmic Bias) :ها ممکن است ناقص يا جانبدارانه باشند، که باعث هداد

 .های اشتباه شودگیریهای نادرست و تصمیمتحلیل

 های شخصی کاربران، به مسائل حقوقی و اخلاقی آوری و تحلیل دادهجمع: حفظ حريم خصوصی

 .(Zuboff, 2019: 102) شودمنجر می هاحريم خصوصی و حفاظت دادهمرتبط با 

 تواند افکار عمومی را های تحلیلی، میها يا نفوذ به سیستمدسترسی غیرمجاز به داده: بریامنیت ساي

 .هدايت کند و ديپلماسی را به خطر بیندازد شدهدستکاریبه صورت 

 هاراهکارهای مقابله با چالش

 فاف و قابل های تحلیل داده را شالمللی بايد الگوريتمها و نهادهای بیندولت: هاشفافیت الگوريتم

 .ارزيابی کنند تا اعتماد عمومی حفظ شود

 های قانونی و سازی چارچوبتدوين و پیاده: المللی و استانداردهای حريم خصوصیرعايت قوانین بین

 .های کاربران ضروری استاخلاقی برای استفاده از داده

 کاوی، تحلیل های دادهمهارتبا  گران بايدها و تحلیلديپلمات :آموزش و توانمندسازی نیروی انسانی

 .مجهز شوند های ديجیتالاحساسات و مديريت بحران

تواند قدرت ديپلماسی می هاگیری هوشمندانه از الگوريتمتحلیل افکار عمومی جهانی و بهرهدر مجموع، 

وند و های آن مديريت شها و ريسکطور قابل توجهی افزايش دهد، به شرطی که محدوديتديجیتال را به

 .های قانونی و اخلاقی رعايت گرددچارچوب

 المللیای و مدیریت اطلاعات در سطح بینهای رسانهبحران. ۸-2-3

های ترين چالشبه يکی از مهم ایهای رسانهبحرانهای اجتماعی و ابزارهای ديجیتال، با گسترش شبکه

دهد که انتشار سريع اطلاعات، شايعات يا ای زمانی رخ میبحران رسانه. اندديپلماسی جهانی تبديل شده

توانند ها میالمللی، اين بحراندر سطح بین. را تهديد کند اعتماد عمومی و روابط ديپلماتیکاخبار نادرست، 

 های انسانی، حوادث طبیعی يا اقدامات نظامیانتشار اطلاعات نادرست در مورد يک کشور، بحرانشامل 

 .(Coombs, 2017) اسی، اقتصادی و اجتماعی به همراه داشته باشندباشند و پیامدهای گسترده سی

 ای جهانیهای رسانههای بحرانويژگی

 کنند که اطلاعات ظرف های اجتماعی اين امکان را فراهم میشبکه :سرعت و دامنه انتشار اطلاعات

 .ها نفر را در سطح جهان تحت تأثیر قرار دهدچند دقیقه میلیون

 ها و منابع ناشناخته های رسمی، کاربران عادی، رباتتوانند از رسانهخبرها و اطلاعات می :تنوع منابع

 .سازدها را دشوار میسنجی آنمنتشر شوند، که تحلیل و صحت

 هستند و نیازمند هماهنگی بین  فراتر از مرزهای ملیای غالباً های رسانهبحران :های چندملیتیچالش

 .باشندالمللی برای مديريت موثر میبین هایکشورها و سازمان

 هامديريت اطلاعات و مقابله با بحران

های چندلايه است که شامل موارد زير المللی نیازمند استراتژیدر سطح بین ایمديريت بحران رسانه

 :شودمی

 جعلی، شناسايی سريع اخبار ها و هوش مصنوعی برای استفاده از الگوريتم: نظارت و پايش مداوم
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 .روندهای منفی و نقاط حساس افکار عمومی

 های متعدد با هماهنگی ها در کانالهای رسمی و انتشار آنتدوين پیام :واکنش سريع و هماهنگ

 .(Fearn-Banks, 2016: 56) های معتبرالمللی و رسانهها، نهادهای بینسفارت

 گران برای مديريت اطلاعات، ا و تحلیلهآموزش ديپلمات :ای و آموزشیهای رسانهتقويت ظرفیت

 .هاهای شفاف و پاسخ به بحرانطراحی کمپین

 برای  های احتمالیبینی بحرانپیشسازی و طراحی سناريوهای شبیه :استفاده از ديپلماسی پیشگیرانه

 .کاهش پیامدهای منفی انتشار اطلاعات نادرست

 های واقعینمونه

های ، که شامل شايعات در شبکه19-مانند کوويد های جهانیبیماری شیوعبحران اطلاعاتی مربوط به 

ی کشورها. ها و انتشار تصاوير و ويدئوهای نادرست بودها و درماناجتماعی، اخبار جعلی درباره واکسن

  تا افکار عمومی مديريت شود های رسمی و علمی را منتشر کنندبه سرعت پیاممجبور شدند  مختلف جهان
(Cinelli et al., 2020: 12). 

تواند افکار عمومی جهانی ، انتشار اخبار جعلی يا هدفمند میایهای منطقههای نظامی و جنگبحراندر 

 .را مختل کند تصمیمات ديپلماتیک و امنیتیگذاران را تحت تأثیر قرار دهد و و سیاست

 هاها و توصیهچالش

 برای مقابله با انتشار اخبار جعلی و عملیات روانی  المللیقوانین بین :های قانونی و اخلاقیچالش

 .جهانی هنوز به صورت جامع تدوين نشده است

 های مشترک، ايجاد چارچوبای نیازمند های رسانهموفقیت در مديريت بحران :المللیهمکاری بین

 .ستا المللیهای بینرسانی و همکاری میان نهادهای دولتی و سازماناستانداردهای اطلاع

 برای  های عصبیهای بزرگ و شبکههوش مصنوعی، تحلیل دادهاستفاده از  :تکنولوژی و نوآوری

 .های سريع، امری ضروری استبینی روندهای بحران و طراحی پاسخپیش

ترکیبی از فناوری، سیاست، قانون و ديپلماسی  المللیای در سطح بینمديريت بحران رسانهدر کل، 

 .يابدگی دقیق میان اين ابعاد، قدرت اثرگذاری و کارآمدی ديپلماسی ديجیتال کاهش میاست و بدون هماهن

 ای و جهانیهای منطقهدیپلماسی دیجیتال در بحران: های عملینمونه. ۸-2-4

های های واقعی و تاثیرگذار ديپلماسی ديجیتال در مواجهه با بحراندر اين بخش، به بررسی نمونه

اين . استخراج شود های عملی و کاربردی برای سیاستگذاری آيندهدرسپردازيم تا یای و جهانی ممنطقه

های المللی از ابزارهای ديجیتال و شبکههای بیندهند که چگونه کشورها و سازمانها نشان مینمونه

 .اندرسانی، و ايجاد اعتماد در سطح جهانی استفاده کردهاجتماعی برای مديريت بحران، اطلاع

 ایهای منطقهونهنم

 :رسانی ديجیتال اروپابحران مهاجرت سوريه و اطلاع -1

های اجتماعی و شبکهبحران انسانی ناشی از جنگ سوريه، موجی از مهاجران را به اروپا فرستاد و 

های ها و سازماندولت. ايفا کردند هارسانی و هماهنگی کمکهای ديجیتال نقش مهمی در اطلاعپلتفرم

، مسیرهای امن برای های اجتماعیرسان و شبکههای پیامها، اپلیکیشنباتچتی با استفاده از غیردولت
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 .(UNHCR, 2018: 44) مهاجران و اطلاعات لازم برای زندگی در کشورهای مقصد را ارائه کردند

 :مديريت بحران ديجیتال –( 2۰17زلزله کرمانشاه و ايران ) -2

ها رسانهای اجتماعی، پیامرسانی سريع از طريق شبکهاطلاعن داد که تجربه مديريت بحران زلزله نشا

رسان با ارائه های اطلاعهای ديجیتال و رباترسانه. تواند جان افراد را نجات دهدمی های رسمیو سايت

های دولتی و مردم را ، هماهنگی میان سازمانديده و مسیرهای امدادیای، نقاط آسیباطلاعات لحظه

 .(Rahmani & Fathollahi, 2019: 23) ل کردندتسهی

 های جهانینمونه

 :و ديپلماسی سلامت جهانی 19-کوويد -1

های های ديجیتال و شبکهپلتفرمتوانند با استفاده از بحران جهانی کرونا نشان داد که کشورها می

ی بهداشت کشورها با هاسازمان بهداشت جهانی و وزارت. های بهداشتی را جهانی کننداجتماعی، پیام

اطلاعات علمی و معتبر را منتشر کرده و با شايعات و  های رسمیاينستاگرام، تويیتر و وبسايتگیری از بهره

 .(Cinelli et al., 2020: 12) اخبار جعلی مقابله کردند

 :و نبرد اطلاعاتی ديجیتال( 2۰22جنگ اوکراين ) -2

هر دو طرف . در سطح جهانی است ل و جنگ اطلاعاتیديپلماسی ديجیتاای از جنگ اوکراين نمونه

ها، بسیج افکار عمومی جهانی سازماندهی روايتها و هوش مصنوعی برای های اجتماعی، رباتدرگیر از شبکه

ها ای، تحلیل دادهمديريت بحران رسانهدهد که اين مثال نشان می. استفاده کردند و مقابله با اخبار جعلی

 .(Mozur et al., 2022: 7) برای تاثیرگذاری جهانی ضروری است دقیق هایو طراحی پیام

 هاهای عملی و توصیهدرس

 اعتماد جهانی را کاهش تواند انتشار اطلاعات غلط يا ناکامل می :اهمیت شفافیت و صحت اطلاعات

 .دهد و بحران را تشديد کند

 ها، دولتیتال در بحران، همکاری برای موفقیت ديپلماسی ديج :هماهنگی میان نهادهای مختلف

 .حیاتی است المللیهای غیردولتی و نهادهای بینسازمان

 رسانهای اطلاعهوش مصنوعی، يادگیری ماشین و رباتگیری از بهره :های نويناستفاده از فناوری 

 .تواند سرعت واکنش و دقت اطلاعات را افزايش دهدمی
 

 مديريت بحران ديجیتال، ها بايد برای گران و ديپلماتتحلیل :یسازی نیروی انسانآموزش و آماده

 .آموزش ببینند های موثرمقابله با شايعات و طراحی پیام

 همگرایی انسان و ماشین در سیاست و دیپلماسی. ۸-3

در عصر حاضر، تعامل میان انسان و ماشین در حوزه سیاست و ديپلماسی به يک ضرورت تبديل شده 

امکان تحلیل پیچیده  های بزرگهای پردازش دادهش مصنوعی، يادگیری ماشین و فناوریهوظهور . است

تر تنها توسط تحلیلگران انسانی و متخصصان کند، که پیشبینی روندهای سیاسی را فراهم میو پیش

خلاقیت  های تحلیلی،استفاده همزمان از توانايیهمگرايی انسان و ماشین به معنای . شدديپلماسی انجام می

 .است هاو تجربه انسانی در کنار قدرت پردازشی، سرعت و دقت ماشین
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. ها با عدم قطعیت و حجم بالای اطلاعات روبرو هستندگیریهای سیاسی و ديپلماتیک، تصمیمدر محیط

ون ها بر افکار عمومی، بدالمللی و ارزيابی تأثیر سیاستسازی سناريوهای بینهای کلان، شبیهتحلیل داده

ها را بازی ها نقش مکمل انسانماشیندر اين شرايط، . بر استکمک ابزارهای هوشمند دشوار و زمان

های عملی ارائه ها را سريع پردازش کرده، الگوهای پیچیده را شناسايی و توصیهای که دادهگونه؛ بهکنندمی

 .دهدم نهايی را شکل میها و بینش سیاسی، تصمیانسان با تجربه، ارزش کهحالیدهند، در می

ها و تحلیل تهديدات بینی بحرانگیری استراتژيک، پیشتصمیمهمگرايی انسان و ماشین نه تنها در 

نیز  توسعه ديپلماسی هوشمند، مقابله با شايعات و مديريت افکار عمومی جهانیموثر است، بلکه در  جهانی

است  های قانونی، اخلاقی و عملیاتیچارچوبعه با اين حال، اين همکاری مستلزم توس. نقش کلیدی دارد

همگرايی انسان و ماشین در سیاست  .تا از سوءاستفاده، تبعیض الگوريتمی و خطرات امنیتی جلوگیری شود

المللی است و آينده در سطح بین کارايی، شفافیت و پاسخگويیو ديپلماسی يک مسیر پیشرو برای افزايش 

بعدی، تا حد زيادی به اين تعامل وابسته خواهد  های پیچیده و چندر حوزهديپلماسی ديجیتال، به ويژه د

 .(Brynjolfsson & McAfee, 2017: 112; Floridi & Cowls, 2019: 45) بود

 بینی و طراحی سناریوهای سیاستینقش هوش مصنوعی در پیش. ۸-3-1

های سیاسی و اقتصادی، هالمللی و افزايش حجم دادهای بینهای اخیر، پیچیدگی سیاستدر دهه

با توان پردازشی بالا،  (AI) هوش مصنوعی. ها را برای انسان دشوار کرده استبینی سیاستتحلیل و پیش

های بزرگ، قادر است روندهای سیاسی را شناسايی کرده و سازی دادههای يادگیری ماشین و مدلالگوريتم

دهد تصمیماتی ها امکان میت به سیاستگذاران و ديپلماتاين قابلی. را طراحی کند سناريوهای محتمل آينده

 .(Russell & Norvig, 2021: 88) ها را کاهش دهندها و بحراناتخاذ کنند و احتمال ريسک ترآگاهانه و سريع

 بینی روندهاهای کلان و پیشتحلیل داده. 1

های ای رسمی، شبکهههای متنوع و گسترده شامل اخبار، گزارشتواند دادههوش مصنوعی می

های يادگیری عمیق و تحلیل احساسات الگوريتم. سیاسی را پردازش کند-های اقتصادیاجتماعی، و داده

های به عنوان مثال، تحلیل شبکه. کنندکمک می روندهای پنهان و تغییرات رفتارهای سیاسیبه شناسايی 

ها بر جامعه را و تاثیر احتمالی سیاست گیری افکار عمومیجهتتواند های عمومی، میاجتماعی و بحث

 .بینی کندپیش

 سازی سناريوهای سیاستیشبیه. 2

تصمیمات سیاستی توان اثرات مختلف سازی مبتنی بر هوش مصنوعی، میهای شبیهبا استفاده از مدل

جازه ها به سیاستگذاران اسازیاين شبیه. را در سناريوهای مختلف بررسی کرد و اقدامات ديپلماتیک

را قبل از اجرا بسنجند و احتمال اشتباه و پیامدهای ناخواسته کاهش  مزايا و معايب هر تصمیمدهند تا می

 .(Kahneman, 2011: 157) يابد

 هاها و فرصتشناسايی ريسک. ۳

برای مثال، . را با دقت بالا شناسايی کند های بالقوهها و فرصتريسکهوش مصنوعی قادر است 

دهد گیرندگان امکان میای يا تحولات اقتصادی جهانی، به تصمیمهای منطقهیرات در سیاستبینی تغیپیش



 بحران ها تيريو مد یجهان استیبر س یاجتماع یشبکه ها ریتاث                    
 

194 

 .ها داشته باشندانجام دهند و واکنش سريع در برابر بحران اقدامات پیشگیرانه و راهبردی

 بهبود همکاری میان انسان و ماشین. 4

و تصمیم نهايی بايد توسط انسان انجام  تفسیر نتايجبینی دارد، اما هرچند هوش مصنوعی توانايی پیش

تر و ترکیب تجربه و دانش انسانی با توان تحلیلی ماشین، امکان طراحی سناريوهای سیاستی دقیق .شود

 ، نقش حیاتی داردابزاری مکمل، نه جايگزين انسانبه عنوان  AIبه عبارتی، . آوردتر را فراهم میبینانهواقع

(Brynjolfsson & McAfee, 2017: 120). 

 هاها و محدوديتچالش. ۵

 :هايی نیز وجود داردبا وجود مزايای هوش مصنوعی، محدوديت

 های نادرست بینیتواند منجر به پیشهای ناقص يا جانبدارانه میداده :هاها و الگوريتمسوگیری داده

 .شود

 دی برای امنیت ملی باشدتواند تهديها میها و دادهدسترسی غیرمجاز به مدل :مسائل امنیتی. 

 هاینتايج مدل :پیچیدگی تفسیر نتايج AI گیری صحیح استنیازمند تحلیل انسانی برای تصمیم. 

گیری را توان تصمیمبینی و طراحی سناريوهای سیاستی، در نهايت، نقش هوش مصنوعی در پیش

شود کشورها و نهادهای ث میاين فرآيند باع. بخشدرا بهبود می افزايش داده و کیفیت سیاستگذاری

داشته باشند و ديپلماسی  ريزی استراتژيک و پاسخ سريع به تحولات جهانیبرنامهديپلماتیک بتوانند 

 .هوشمند را به سطح بالاتری ارتقا دهند

 المللیهای پیچیده بینگیری مشترک انسان و ماشین در محیطتصمیم. ۸-3-2

ها، تحولات بحران. اندی به شدت پیچیده، پويا و چندبعدی شدهالمللهای بیندر عصر ديجیتال، محیط

گیری سیاستگذاران و تصمیماقتصادی، تغییرات سیاسی و اجتماعی، و فشارهای امنیتی و سايبری، 

عنوان يک راهبرد  به در اين شرايط، همکاری میان انسان و ماشین. کرده است برانگیزها را چالشديپلمات

 .(Russell & Norvig, 2021: 102) دهدگیری را به صورت چشمگیری افزايش میتوان تصمیمنوين، 

 گیری مشترکتعريف تصمیم. 1

های ماشین با تحلیل دادهشود که در آن گیری مشترک انسان و ماشین به فرآيندی گفته میتصمیم

میمات استراتژيک کند تا تصسازی سناريو، به انسان کمک میبینی و شبیههای پیشحجیم، الگوريتم

تفسیر نتايج، لحاظ کردن عوامل در اين همکاری، نقش انسان بیشتر در . تر اتخاذ شودتر و سريعدقیق

ها و سناريوهای ها، گزينهها و مدلماشین بر اساس داده کهحالیاست، در  اخلاقی و سیاسی، و تصمیم نهايی

 .دهدمحتمل را ارائه می

 تیبانهای پشابزارها و فناوری. 2

 :شوندها و ابزارهای متنوعی به کار گرفته میگیری مشترک، فناوریبرای تصمیم

 های تحلیل داده کلانسامانه(Big Data Analytics) :آوری و پردازش اطلاعات سیاسی، اقتصادی جمع

 .و اجتماعی برای شناسايی روندها و الگوهای مخفی

 بینیسازی و پیشهای شبیهمدل(Simulation & Forecasting Models) :بینی نتايج اقدامات پیش

 .المللیها بر محیط بینديپلماتیک و سیاستی و سنجش اثرات آن
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 گیری هوشمندهای پشتیبانی تصمیمسیستم(Decision Support Systems - DSS): های ارائه توصیه

 .سازی سناريوهاها و شبیهعملیاتی بر اساس تحلیل داده

 گیری مشترکتصمیممزايای . ۳

 گیرندگان در مواجهه با شود تصمیمها باعث میتوان پردازش سريع ماشین :افزايش سرعت و دقت

 .های به موقع و دقیق ارائه دهندها، پاسخبحران

 ها را بدون خستگی پردازش کنند و خطر توانند حجم بالای دادهها میماشین :کاهش خطاهای انسانی

 .را کاهش دهند اشتباهات انسانی

 توانند سناريوهای مختلف و انسان و ماشین با هم می :بینی چندبعدیقابلیت سناريوپردازی و پیش

 .سازی کنندها را شبیهاثرات بلندمدت سیاست

 در شرايط بحران سیاسی يا امنیتی، تصمیمات مشترک موجب  :های پیچیدهبهبود پاسخ به بحران

 ,Brynjolfsson & McAfee) شودالمللی میهای بینها و سازمانی دولتی، ديپلماتهماهنگی بهتر میان نهادها

2017: 135). 
 های عملینمونه. 4

 های اجتماعی توسط های شبکههای خاورمیانه، تحلیل دادهدر بحران :ایهای منطقهديپلماسی بحران

 يع و هماهنگ با تحولات میدانیواکنش سرها کمک کرده است های هوش مصنوعی به ديپلماتالگوريتم

 .داشته باشند

 بینی مبتنی بر هوش مصنوعی در های پیشاستفاده از مدل :بینی تحولات اقتصادی و سیاسیپیش

گیری سیاستی را فراهم کرده اتحاديه اروپا و سازمان ملل، امکان طراحی سناريوهای متنوع برای تصمیم

 .است

 هاها و محدوديتچالش. ۵

 های هوشمند، بیش از حد به گیرندگان ممکن است در مواجهه با تحلیلتصمیم :اد به ماشیناعتم

 .ماشین اعتماد کنند و ابعاد انسانی و اخلاقی را ناديده بگیرند
 

 اطلاعات حساس سیاسی و ديپلماتیک در صورت سوءاستفاده يا نفوذ  :مسائل امنیتی و محرمانگی

 .داشته باشد تواند پیامدهای جدیسايبری، می

 گیری نادرست را به های مدل، تصمیمای يا سوگیریخطاهای داده :هاها و دادهسوگیری الگوريتم

 .دنبال دارد و نیازمند نظارت انسانی است

المللی، موجب افزايش های پیچیده بیندر محیط گیری مشترک انسان و ماشینتصمیمدر مجموع، 

سازی سناريو و تفسیر ترکیب تحلیل داده، شبیه. شودها میحراندقت، کاهش خطا و پاسخ سريع به ب

 .کندالمللی ايجاد میانسانی، چارچوبی نوين برای ديپلماسی هوشمند و سیاستگذاری بین

 های اخلاقی و قانونی برای دیپلماسی هوشمندتوسعه چارچوب. ۸-3-3

مسائل اخلاقی و حقوقی ماسی، در عصر ديجیتال و با ورود هوش مصنوعی به عرصه سیاست و ديپل

توانند های هوشمند میها و ماشینها و اقدامات مبتنی بر الگوريتمگیریتصمیم .اندای يافتهاهمیت ويژه
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ای برای جامعه جهانی داشته باشند، از جمله تهديد حريم خصوصی، دستکاری افکار پیامدهای گسترده

شرط پیشهای اخلاقی و قانونی، ابراين، توسعه چارچوببن. عمومی و نابرابری در دسترسی به اطلاعات

 .(Floridi, 2019: 56) است دعملکرد مسئولانه ديپلماسی هوشمن

 های اخلاقی و قانونیضرورت چارچوب. 1

 تصمیمات هوش مصنوعی بايد قابل بررسی و پاسخگو باشند تا از  :پذيریحفظ شفافیت و مسئولیت

 .شودسوءاستفاده احتمالی جلوگیری 

 اطلاعات شهروندان و نهادها بايد مطابق با استانداردهای  :حفظ حقوق انسانی و حريم خصوصی

 .المللی حفاظت شودبین

 ها نبايد موجب تبعیض يا نابرابری در سیاستگذاری يا الگوريتم :های الگوريتمیکنترل سوگیری

 .(Jobin et al., 2019: 114) تعاملات ديپلماتیک شوند

 ل اصلی اخلاقی در ديپلماسی هوشمنداصو. 2

 های عادلانه و بدون سوگیری های هوش مصنوعی بايد براساس دادهگیریتصمیم :طرفیعدالت و بی

 .انجام شود

 ها بايد قابلیت ارائه دلیل و توضیح برای هر تصمیم اتخاذ شده را الگوريتم :شفافیت و قابلیت توضیح

 .داشته باشند

 المللی ها بايد مطابق قوانین بینآوری، پردازش و اشتراک دادهجمع :هامنیت دادهحريم خصوصی و ا

 .و استانداردهای امنیت سايبری باشد

 گیرنده انسانی بايد نهايی بودن تصمیمات را کنترل کند و تصمیم :پاسخگويی و مسئولیت انسانی

 .مسئولیت پیامدها را بپذيرد

 یالمللهای قانونی بینچارچوب. ۳

 هایمانند دستورالعمل :ها و استانداردهای جهانینامهتوافق OECD های برای هوش مصنوعی و توصیه

 .هاسازمان ملل درباره شفافیت الگوريتم

 ها و امنیت سايبری وضع بسیاری از کشورها قوانین داخلی برای حفاظت داده :قوانین ملی مرتبط

 .سی ديجیتال هماهنگ شوندهای ديپلمااند که بايد با سیاستکرده

 های هايی مانند اتحاديه اروپا، شورای اروپا و کنفرانسسازمان :المللینقش نهادهای نظارتی بین

 .دهندهايی برای عملکرد مسئولانه ارائه میالمللی هوش مصنوعی، استانداردها و توصیهبین

 هاها و محدوديتچالش. 4

 هماهنگی میان کشورهای مختلف و استانداردهای متفاوت،  :للیالمپیچیدگی تنظیمات قانونی بین

 .بر و پیچیده استفرآيندی زمان

 تر از توسعه هوش مصنوعی حرکت کنند و نیازمند قوانین ممکن است عقب :پیشرفت سريع فناوری

 .روزرسانی مداوم باشندبه

 استفاده از هوش مصنوعی  برخی کشورها ممکن است در :تعارض میان منافع ملی و اخلاق جهانی

 .المللی را ناديده بگیرندهای اخلاقی بینبرای اهداف ديپلماتیک، محدوديت
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 راهکارهای پیشنهادی. ۵

 شامل اصول شفافیت، عدالت، پاسخگويی و امنیت  :المللیهای اخلاقی ملی و بینتدوين دستورالعمل

 .هاداده

 و ارزيابی استفاده از هوش مصنوعی در ديپلماسی و  برای بررسی :های نظارتی مشترکايجاد کمیته

 .سیاستگذاری

 ها، مديران دولتی و متخصصان فناوری در حوزه آموزش ديپلمات :سازیتوسعه آموزش و فرهنگ

 .اخلاق هوش مصنوعی و سیاستگذاری هوشمند

 ابق با تحولات فناوری روزرسانی قوانین مطايجاد سازوکارهای پويا برای به :بینی و اصلاح قوانینپیش

 .و اجتماعی

 ساله همگرایی انسان و ماشین 10انداز سناریوهای آینده و چشم. ۸-3-4

کننده به يکی از عوامل تعیین همگرايی انسان و ماشین در سیاست و ديپلماسی ديجیتالدر دهه آينده، 

های نوعی، شبکهبینی روندهای توسعه هوش مصپیش. قدرت نرم و سخت کشورها تبديل خواهد شد

اين سناريوها بر . کندهای کلان، امکان طراحی سناريوهای مختلف را فراهم میاجتماعی و تحلیل داده

 هاالمللی فناوریگیری و سطح پذيرش بینسطح تعامل انسان و ماشین، میزان اتوماسیون تصمیماساس 

 .(Russell & Norvig, 2021: 412) شوندبندی میدسته

 همکاری محدود سناريوی. 1

بینی نتايج احتمالی هوش مصنوعی صرفاً به عنوان ابزار کمکی برای تحلیل داده و پیش :هاويژگی

 .گیردسیاستی مورد استفاده قرار می

های ها و تحلیلها توصیهماند و ماشینگیری نهايی در اختیار انسان باقی میتصمیم :نقش انسان

 .دهندپشتیبان ارائه می

 .پذيری، کاهش ريسک سوگیری الگوريتمیفظ کنترل انسانی و مسئولیتح :مزايا

 .های کلانها کمتر، امکان استفاده ناکارآمد از دادهسرعت واکنش به بحران :هامحدوديت

 سناريوی همکاری متعادل. 2

تر در ها نقش فعالهای کلان؛ ماشینگیریترکیب هوش انسانی و ماشینی در تصمیم :هاويژگی
 .ها دارندبینی پیامدها و ارائه توصیهسازی سناريوها، پیششبیه

 .دهندها بر تصمیمات استراتژيک نظارت دارند و تأيید نهايی را انجام میانسان :نقش انسان

 .گیری از قدرت محاسباتی و تحلیل داده هوش مصنوعی همراه با قضاوت انسانیبهره :مزايا

 .های انسانی و ماشینییروی انسانی، هماهنگی میان تیمنیاز به آموزش مداوم ن :هامحدوديت

 سناريوی همکاری پیشرفته )اتوماسیون کامل(. ۳

بینی های ديپلماسی، از جمله پیشگیری خودکار هوش مصنوعی در بسیاری از حوزهتصمیم :هاويژگی
 .ها، مديريت ارتباطات جهانی و تحلیل سناريوهای سیاست خارجیبحران

 .های قانونی و اخلاقی را داردکننده چارچوبانسان نقش نظارتی و تنظیم :نقش انسان

 .های جهانی، کاهش خطای انسانیگیری بالا، توانايی پردازش حجم عظیم دادهسرعت تصمیم :مزايا
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پذيری، تهديدات امنیت ها، مسئله شفافیت و مسئولیتخطر وابستگی بیش از حد به ماشین :هاچالش
 .های حقوقیسايبری و ريسک

 عناصر کلیدی برای توسعه همگرايی موفق. 4

 المللی و ملی که استفاده از هوش مصنوعی تدوين مقررات بین :های قانونی و اخلاقیتوسعه چارچوب
 .(Floridi, 2019: 78) در سیاست و ديپلماسی را محدود و مسئولانه کند

 های امنیت سايبری، مراکز داده و الگوريتمگذاری در سرمايه :های هوشمند و امنايجاد زيرساخت
 .های ماشینیگیریقابل اعتماد برای پشتیبانی از تصمیم

 ها و تحلیلگران داده با مهارت در هوش مصنوعی تربیت ديپلمات :سازیآموزش نیروی انسانی و فرهنگ
 .و آشنايی با اخلاق ديجیتال

 های همکاری برای تبادل تجربیات، استانداردهای ايجاد شبکه :المللی و تبادل دانشهمکاری بین
 .های استفاده از هوش مصنوعی در ديپلماسیمشترک و بهترين شیوه

 ساله 1۰انداز چشم. ۵

 :های آيندهرود که در سالبا توجه به روندهای کنونی فناوری و ديپلماسی، انتظار می

 جهانی داشته باشد کننده در ديپلماسیبینیتر و پیشهوش مصنوعی نقش فعال. 

 های استراتژيک شودگیریناپذير تصمیمهای اجتماعی، بخش جدايیهای کلان و شبکهتحلیل داده. 

 های تر شوند تا از سوءاستفاده و جنگتر و جهانیالمللی، هماهنگهای اخلاقی بینقوانین و چارچوب
 .اطلاعاتی جلوگیری کنند

 جمع بندی فصل هشتم

انداز اين چشم .جهانی در ديپلماسی ديجیتال تبديل شود یانی و ماشینی، به استانداردترکیب هوش انس
همگرايی انسان و ماشین، عامل کلیدی در موفقیت ديپلماسی ديجیتال در دهه آينده دهد که نشان می

قانونی  هایها، آموزش نیروها و تدوين چارچوباکنون به توسعه زيرساختو کشورها بايد از هم خواهد بود
 .(Russell & Norvig, 2021: 420) توجه ويژه داشته باشند
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 فصل نهم:
 گیرینتیجه

 

 : مقدمه
الملل و سیاستگذاری جهانی، نقش اساسی عنوان يک حوزه نوظهور در روابط بینديپلماسی ديجیتال به

های فناورانه، به شرفتپی. دهی افکار عمومی داردها و شکلدر بازتعريف تعاملات کشورها، مديريت بحران

ها قادر ويژه در حوزه هوش مصنوعی و ابزارهای ديجیتال، موجب شده است که سیاستگذاران و ديپلمات

اين تحول . تری اتخاذ کنندتر و هوشمندانههای سريعهای بزرگ، تصمیمگیری از تحلیل دادهباشند با بهره

ها و آورد، بلکه چالشها فراهم میديپلماسی و امنیت داده سابقه برای بهبودهايی بیتنها فرصتفناورانه نه

 .(Allison & Zelikow, 2020: 112) های اخلاقی، حقوقی و سیاسی جديدی نیز ايجاد کرده استمسئولیت

ترين دستاوردهای ديپلماسی ديجیتال، توانايی آن در بسیج افکار عمومی و هدايت يکی از مهم

های تحلیل ها، الگوريتمهای اجتماعی، رباتشبکه. المللی استی و بینهای سیاسی در سطح ملروايت

ها و توانند به سیاستگذاران کمک کنند تا پیامهای هوشمند، ابزارهايی هستند که میاحساسات و سیستم

 بینی کنندهای جمعی را پیشصورت هدفمند و مؤثر به مخاطبان منتقل کنند و واکنشها را بهسیاست

(Kreps, 2021: 45) .توانند تهديداتی مانند انتشار اطلاعات نادرست، دستکاری افکار زمان، اين ابزارها میهم

 .های قانونی و اخلاقی استها نیازمند چارچوبعمومی و حملات سايبری را نیز ايجاد کنند که مديريت آن

های بحران. اتی دارندها نیز نقش حیديپلماسی ديجیتال و هوش مصنوعی در زمینه مديريت بحران

رسانی سريع، تحلیل نشان دادند که توانايی کشورهای مختلف در اطلاع 19-بهداشتی مانند پاندمی کوويد

تواند تفاوت میان موفقیت و شکست المللی میهای جمعیتی و هماهنگی میان نهادهای دولتی و بینداده

های رسان و سامانههای اطلاعهای هوشمند، رباتتمالگوري. (OECD, 2020: 78)در کنترل بحران را رقم بزند

 .دهی سريع و مؤثر را تسهیل کنندتوانند پاسخهای ديجیتال، ابزارهايی هستند که میتحلیل رسانه

در سطح سیاستگذاری جهانی، همگرايی انسان و ماشین و استفاده از هوش مصنوعی در 

با اين حال، . يجاد ديپلماسی هوشمند فراهم کرده استهای پیچیده، فرصتی استثنايی برای اگیریتصمیم

های حقوقی و اخلاقی مناسب است تا تضمین شود که قدرت فناوری اين همگرايی مستلزم طراحی چارچوب

 :Floridi, 2021) های احتمالی محدود شوددر خدمت منافع عمومی و صلح جهانی قرار گیرد و سوءاستفاده

92). 

های عملی برای سیاستگذاران و ترسیم ندی دستاوردهای تحقیق، ارائه توصیهباين فصل با هدف جمع

بندی دستاوردهای فنی، فناورانه، حقوقی نخستین بخش به جمع. پژوهی تدوين شده استمسیرهای آينده

بخش دوم، پیشنهاداتی برای سیاستگذاران جهانی و . و استراتژيک ديپلماسی ديجیتال اختصاص دارد

های ديجیتال و هوش مصنوعی در عرصه برداری مؤثر و ايمن از فناوریدهد تا بهرهائه میای ارمنطقه
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کند تا ای آينده را مشخص مینهايتاً بخش سوم مسیرهای پژوهشی و توسعه. ديپلماسی ممکن شود

لماسی های ديپريزی و طراحی سیاستسیاستگذاران و پژوهشگران بتوانند با ديدگاهی جامع و پیشرو، برنامه

 .ديجیتال را دنبال کنند

ها و تلاش دارد تصوير روشنی از دستاوردها، چالشکتاب عنوان نقطه اتکای نهايی اين فصل به

های آينده ديپلماسی ديجیتال ارائه دهد و ضمن ارائه راهکارهای عملی، مسیر حرکت ايران و ساير فرصت

 .کشورها در دنیای ديجیتال و هوشمند را روشن کند

 بندی دستاوردهاجمع. ۹-1

های نوين، از منظر در طول پژوهش حاضر، نقش ديپلماسی ديجیتال در عصر هوش مصنوعی و فناوری

اين تحقیق نشان داد که ديپلماسی ديجیتال ديگر تنها ابزاری برای . چندجانبه مورد بررسی قرار گرفت

ها و گیری، مديريت بحرانبرای تصمیمرسانی و تعامل بین کشورها نیست، بلکه بستری استراتژيک اطلاع

 .آوردبسیج افکار عمومی فراهم می

ها در تحلیل داده های هوش مصنوعی و رباتتوانمندیيکی از دستاوردهای کلیدی پژوهش، شناسايی 

های يادگیری ماشین و ابزارهای هوشمند مانند الگوريتم. است بینی روندهای اجتماعی و سیاسیو پیش

های اجتماعی و استخراج روندهای های شبکهلیل احساسات، امکان تحلیل حجم عظیمی از دادههای تحربات

دهد اين قابلیت به سیاستگذاران اجازه می. (Kreps, 2021: 47)کنندغالب افکار عمومی را فراهم می

های مبتنی یمها، منازعات و تغییرات اجتماعی داشته باشند و تصمهای سريع و هوشمندانه به بحرانواکنش

 .کار گیرندبر داده را به

مطالعه . است رسانی عمومیها و اطلاعنقش ديپلماسی ديجیتال در مديريت بحراندستاورد دوم، 

های ديجیتال هوشمند، ، نشان داد که کشورهايی که از سامانه19-ويژه پاندمی کوويدهای بهداشتی، بهبحران

تری تر و هماهنگای اجتماعی بهره بردند، توانستند واکنش سريعهرسان و تحلیل رسانههای اطلاعربات

های ديجیتال و هماهنگی بین نهادهای اين موضوع اهمیت توسعه زيرساخت. (OECD, 2020: 81)ارائه دهند

 .دولتی و غیردولتی را بیش از پیش نمايان کرد

های اجتماعی شبکه. است لمللیاها و منازعات بینکاربرد ديپلماسی ديجیتال در جنگدستاورد سوم، 

. سازی سیاسی، بسیج افکار عمومی و مقابله با جنگ اطلاعاتی هستندها، ابزارهايی حیاتی برای روايتو ربات

دهند که توانايی کنترل جريان اطلاعات و هدايت های موردی، از جمله جنگ اوکراين، نشان مینمونه

اين يافته، نیاز به . (Allison & Zelikow, 2020: 118)اعی مؤثر باشدتواند بر نتايج سیاسی و اجتمها میروايت

های ديجیتال در منازعات های حقوقی و اخلاقی منسجم را برای استفاده مسئولانه از فناوریچارچوب

 .کندالمللی برجسته میبین

های امن ختديپلماسی ديجیتال بدون زيرسا. است هاامنیت سايبری و حفاظت دادهدستاورد چهارم، 

بینی و های پیششناسايی تهديدات سايبری، استفاده از الگوريتم. پذير استهای مؤثر، آسیبو سیاست

های حیاتی، از های حساس و زيرساختويژه در محافظت از دادههای دفاع سايبری هوشمند، بهسامانه

همچنین، ايجاد هماهنگی میان . (Stallings, 2019: 71)ترين الزامات برای اجرای ديپلماسی هوشمند استمهم

 .کندهای سايبری ايفا میالمللی، نقش کلیدی در کاهش ريسکقوانین ملی و استانداردهای بین
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ها و هوش گیری از رباتبهره. در ديپلماسی ديجیتال است های اخلاقی و حقوقیچالشدستاورد پنجم، 

پذيری ها، مسئولیتيم خصوصی، شفافیت الگوريتممصنوعی در سیاست و ديپلماسی، مسائلی مانند حفظ حر

های اخلاقی، نظارتی و قانونی برای اطمینان طراحی چارچوب. کندالمللی را مطرح میو رعايت قوانین بین

 .(Floridi, 2021) از استفاده مسئولانه و انسانی از فناوری، از الزامات اساسی است

ای در زمینه هوش های بالقوهداد که ايران دارای ظرفیتای، اين تحقیق نشان در سطح ملی و منطقه

های ناکافی، هايی از جمله زيرساختهای اجتماعی و ابزارهای ديجیتال است، اما محدوديتمصنوعی، شبکه

برداری مؤثر از ديپلماسی ديجیتال، برای بهره. قوانین ناکارآمد و کمبود نیروی انسانی متخصص وجود دارد

ها، آموزش نیروی انسانی و همکاری میان دولت، تگذاری هوشمند، توسعه زيرساختلازم است سیاس

 .(OECD, 2020: 85) ها و بخش خصوصی تقويت شوددانشگاه

دهد که ديپلماسی ديجیتال و هوش مصنوعی، با وجود بندی دستاوردها نشان میدر نهايت، جمع

. آورندای و جهانی فراهم میهای ملی، منطقهاستای برای پیشبرد سیسابقهها، فرصت بیها و ريسکچالش

های قانونی و اخلاقی، و توجه مستمر به های کلان، چارچوبها نیازمند استراتژیگیری از اين فناوریبهره

ها و توانمندسازی انسانی است تا ديپلماسی ديجیتال بتواند نقش مؤثر خود را در دنیای توسعه زيرساخت

 .کند امروز و آينده ايفا

 ایگذاران جهانی و منطقهپیشنهادات برای سیاست. ۹-2

های نوين، چالشی راهبردی و همزمان فرصتی ديپلماسی ديجیتال در عصر هوش مصنوعی و فناوری

ای با توجه به دستاوردهای پژوهش، مجموعه. آوردای فراهم میسابقه برای سیاستگذاران جهانی و منطقهبی

گیری دات عملی به منظور ارتقای کارايی ديپلماسی ديجیتال، کاهش تهديدات و بهرهها و پیشنهااز توصیه

 .شودهای هوش مصنوعی ارائه میحداکثری از ظرفیت

 های فناوری و امنیت سايبریتقويت زيرساخت. 1

ها و حفاظت از های ديجیتال، امنیت شبکهگذاری در توسعه زيرساختسیاستگذاران بايد با سرمايه

های هوشمند استفاده از الگوريتم. ای مستحکم برای ديپلماسی ديجیتال فراهم کنندهای حساس، پايهداده

های دفاع سايبری هوشمند و پايش مستمر حملات سايبری از الزامات اساسی بینی تهديدات، سامانهپیش

گذاری اطلاعات تهديدات ای، به اشتراکتوانند با ايجاد نهادهای هماهنگی منطقهکشورها همچنین می. است

 .(Stallings, 2019: 74) های دفاع سايبری اقدام کنندو بهترين شیوه

 المللیهای قانونی و اخلاقی بینتدوين چارچوب. 2

گیری از هوش مصنوعی در سیاست، ضروری عملیات روانی، جنگ اطلاعاتی و بهرهوسعت با توجه به 

ها، ها بايد شامل شفافیت الگوريتماين چارچوب. جرا تدوين شودالمللی روشن و قابل ااست که قوانین بین

های فناوری، حفاظت از حريم خصوصی و اصول اخلاقی مرتبط با هوش پذيری کشورها و شرکتمسئولیت

های اطلاعاتی تواند از سوءاستفادهالمللی میهماهنگی میان قوانین ملی و استانداردهای بین. مصنوعی باشد

 .(Floridi, 2021: 102)  ه و اعتماد عمومی به ديپلماسی ديجیتال را افزايش دهدجلوگیری کرد

 های اجتماعی برای ديپلماسی عمومیگیری از شبکهبهره. ۳
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های های اجتماعی به عنوان ابزار ديپلماسی عمومی بهره ببرند تا پیامتوانند از شبکهسیاستگذاران می

. نتقل کنند و افکار عمومی داخلی و خارجی را مديريت نماينداستراتژيک را به صورت شفاف و دقیق م

های جامعه هدف را فراهم ها و حساسیتهای هوشمند، امکان شناسايی نگرشها و الگوريتمتحلیل داده

 .(Kreps, 2021: 53) کندهای مؤثر و کاهش اثر عملیات روانی دشمن کمک میکند و به طراحی پیاممی

 ایالمللی و منطقهی بینهاتوسعه همکاری. 4

پیشنهاد . هاستهای اصلی ديپلماسی ديجیتال، تعامل میان کشورها و همگرايی سیاستيکی از چالش

های همکاری مشترک ايجاد کرده و تجربیات موفق در زمینه المللی، شبکهای و بینشود نهادهای منطقهمی

تواند شامل آموزش ها میاين همکاری. شتراک گذارندديپلماسی هوشمند و مقابله با تهديدات سايبری را به ا

 :OECD, 2020) ها و ايجاد مرکز داده مشترک برای تحلیل تهديدات باشدسازی بحراننیروی انسانی، شبیه

89). 

 آموزش و توانمندسازی نیروی انسانی. ۵

ران بايد سیاستگذا. پذير نیستپیشبرد ديپلماسی ديجیتال بدون نیروی انسانی متخصص امکان

گذاری در آموزش کارشناسان فناوری، تحلیل داده، امنیت سايبری و مديريت بحران را در اولويت سرمايه

وری هوش مصنوعی و ابزارهای های پژوهشی، بهرههای آموزش مداوم و ايجاد ظرفیتبرنامه. قرار دهند

المللی را فراهم ط پیچیده بینگیری سريع و مؤثر در شرايدهد و امکان تصمیمديجیتال را افزايش می

 .(OECD, 2020: 91) کندمی

 پايش و ارزيابی مستمر. ۶

های پايش های عملکرد و سامانهيکی از نکات کلیدی موفقیت در ديپلماسی ديجیتال، طراحی شاخص

 ها، میزان مشارکت شهروندان، اثرات اقداماتتوانند شامل سطح نفوذ پیامها میاين شاخص. مستمر است

ها و افزايش بازخوردهای مستمر امکان اصلاح سیاست. های هوش مصنوعی باشندسايبری و کارايی سامانه

 .(Allison & Zelikow, 2020: 124) کنداثربخشی را فراهم می

 بندی جمع

کند تا ديپلماسی ديجیتال را به ای کمک میشده، به سیاستگذاران جهانی و منطقهپیشنهادات ارائه

های قانونی، ها، چارچوباين اقدامات شامل تقويت زيرساخت. مند، امن و مسئولانه به کار گیرندشکل هوش

المللی، آموزش نیروی انسانی و پايش مستمر های بینهای اجتماعی، توسعه همکاریگیری از شبکهبهره

کاهش داده و  با اجرای اين راهبردها، کشورها قادر خواهند بود تهديدات ديجیتال را. عملکرد است

 .های هوش مصنوعی و ديپلماسی ديجیتال را به نحو مؤثر مديريت کنندفرصت

 پژوهی در دیپلماسی دیجیتالمسیرهای آینده. ۹-3

الملل، همواره در حال تحول است ای نوين و پیچیده از سیاست بینديپلماسی ديجیتال به عنوان شاخه

تر های اجتماعی و تحلیل داده، مسیرهای آينده آن گستردههای هوش مصنوعی، شبکهو با پیشرفت فناوری

دهد تا روندهای آتی، ها امکان میپژوهی در اين حوزه به سیاستگذاران و ديپلماتآينده. اندتر شدهو متنوع

اين مسیرها . ريزی راهبردی داشته باشندهای فناوری را شناسايی کرده و برنامهتهديدات نوظهور و فرصت

های اخلاقی و قانونی، همگرايی انسان و ماشین، و مديريت اطلاعات و امنیت زمان با رعايت چارچوببايد هم
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 .سايبری، طراحی شوند

 هاتحلیل روندهای جهانی و شناسايی محرک. 1

. پژوهی، تحلیل روندهای جهانی در فناوری، سیاست و اجتماع استها در آيندهيکی از نخستین گام

های اجتماعی، تهديدات سايبری، تغییرات کلیدی شامل توسعه هوش مصنوعی، شبکههای شناسايی محرک

به . کندبینی تحولات آينده را فراهم میهای فرهنگی و اجتماعی، امکان پیشمحیط ژئوپلتیک، و گرايش

ی توان روندها را به صورت کمی و کیفهای يادگیری ماشین، میهای پیشرفته داده و الگوريتمکمک تحلیل

 .(OECD, 2021: 57) سازی نمودارزيابی کرد و سناريوهای مختلف را شبیه

 طراحی سناريوهای آينده. 2

اين . ريزی استراتژيک ديپلماسی ديجیتال استطراحی سناريوهای آينده، گامی کلیدی در برنامه

 :توانند شامل موارد زير باشندسناريوها می

 ها برای حل مسائل های هوشمند و اشتراک دادهبا شبکههمکاری بین کشورها : سناريوی پیشرفته

 .جهانی

 های قانونی و امنیتی موجب کندی توسعه ديپلماسی ديجیتال محدوديت: کارانهسناريوی محافظه

 .شودمی

 المللی سوءاستفاده از هوش مصنوعی و عملیات روانی موجب تشديد تعارضات بین: سناريوی بحرانی

 .شودمی میو کاهش اعتماد عمو

توانند اقدامات پیشگیرانه و با تحلیل احتمال وقوع هر سناريو و تعیین پیامدهای آن، سیاستگذاران می

 .(Allison & Zelikow, 2020: 130) راهبردهای مناسب را تدوين کنند

 گیریهای هوشمند تصمیمتوسعه چارچوب. ۳

گیری است که بتواند تعامل شمند تصمیمهای هوپژوهی، طراحی چارچوبيکی از عناصر کلیدی آينده

های تحلیل داده، ها شامل الگوريتماين چارچوب. انسان و ماشین را در فرآيندهای ديپلماتیک مديريت کند

استفاده از اين . سازی سناريو، پايش افکار عمومی و سنجش تأثیر اقدامات ديپلماسی ديجیتال استشبیه

ها گیری، کاهش خطاهای انسانی و ارتقای اثربخشی سیاستمها موجب افزايش سرعت تصمیچارچوب

 .(Floridi, 2021: 118) شودمی

 پايش و ارزيابی مستمر. 4

توانند ها میاين شاخص. های پايش و ارزيابی مستمر استپژوهی مؤثر نیازمند طراحی شاخصآينده

. المللی باشندهای بینیت همکاریها، سطح تعامل عمومی، تأثیرات امنیتی و کیفشامل میزان نفوذ پیام

های هوشمند ديپلماسی را فراهم ها و بهبود عملکرد سامانهبازخوردهای مداوم، امکان اصلاح سیاست

 .(Kreps, 2021: 66) آوردمی

 آموزش و توانمندسازی نیروی انسانی. ۵

نیروی انسانی متخصص، هیچ فناوری يا الگوريتمی به تنهايی قادر به هدايت ديپلماسی ديجیتال نیست؛ 

های آموزشی پیشرفته در حوزه هوش مصنوعی، امنیت برنامه. ديده، کلید موفقیت استگر و آموزشتحلیل
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های های بزرگ، ابزار لازم برای اجرای سیاستهای اجتماعی و تحلیل دادهسايبری، مديريت شبکه

جب افزايش اعتماد عمومی، بهبود هماهنگی توانمندسازی نیروی انسانی مو. کنندپژوهی را فراهم میآينده

 .(OECD, 2021: 61) شودالمللی میمیان نهادها و تسهیل همکاری بین

 ای و جهانیهمگرايی با سیاستگذاری منطقه. ۶

ای و پژوهی نبايد محدود به يک کشور باشد؛ هماهنگی میان نهادهای ملی، منطقهمسیرهای آينده

ها، کلید موفقیت در داده، مقابله با تهديدات سايبری و استانداردسازی سیاستالمللی در زمینه اشتراک بین

تواند تهديدات ناشی از های همکاری و قراردادهای چندجانبه میايجاد شبکه. ديپلماسی ديجیتال است

 ,OECD) های مشترک را افزايش دهدعملیات روانی و سوءاستفاده از هوش مصنوعی را کاهش دهد و فرصت

2021: 63). 

 فصل نهمبندی جمع

پژوهی در ديپلماسی ديجیتال، شامل تحلیل روندهای جهانی، طراحی سناريوهای مسیرهای آينده

گیری، پايش و ارزيابی مستمر، آموزش نیروی انسانی و همگرايی های هوشمند تصمیمآينده، توسعه چارچوب

سازد تا به صورت پیشگیرانه ران را قادر میاين اقدامات، سیاستگذا. ای و جهانی استسیاستگذاری منطقه

 .عمل کرده و ديپلماسی ديجیتال را با هوش مصنوعی به شکل هوشمند، امن و مؤثر مديريت کنند
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